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This work focuses on a broad class of nonlinear process systems subject to control actuator faults and disturbances and proposes a method for data-based fault detection and isolation that explicitly takes into account the design of the feedback control law. This method allows isolating specific faults in the closed-loop system; fault detection is done using a purely data-based approach and fault isolation is achieved using the structure of the closed-loop system as induced by an appropriately designed controller. This is achieved through the design of nonlinear model-based state-feedback control laws that decouple the dependency between certain process state variables in the closed-loop system. In this sense, the proposed approach constitutes a departure from the available data-based fault detection and isolation techniques which do not take advantage of the design of the feedback control law to enforce a closed-loop system structure that enhances fault isolation. The theoretical results are demonstrated through simulations of a CSTR and a gas-phase polyethylene reactor. © 2007 American Institute of Chemical Engineers AiChE J, 54: 223–241, 2008
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Introduction

Handling abnormal situations is a subject of great importance within the areas of chemical process control and operations. In chemical plant operations, abnormal situations can arise from failures in control systems, equipment and chemical processes. Modern chemical plants that rely on highly automated processes to maintain precise control and efficient production are particularly vulnerable to these failures. Loss of control in a chemical process can lead to the waste of raw materials and energy resources, as well as downtime and production losses. More extreme cases of out of control processes can lead to destruction of process equipment and/ or injury to personnel. As process plants become more sophisticated, it is increasingly more important to develop ways of eliminating or mitigating the consequences of such failures. One way to reduce the risk of problems is through early and accurate detection of failures and subsequent control system reconfiguration to achieve optimal plant operation through fault-tolerant control.

Over the past ten years, fault-tolerant control has become an active area of research within control engineering. Many research studies can be found in the field of aerospace control engineering,1,2,3 as well as within chemical process control.4,5,6 Fault-tolerant control is based on the assumption that there exist multiple available control configurations in which the closed-loop system can operate. Fault-tolerant control systems utilize this redundancy to reconfigure a failed control system configuration to one that does not rely on the faulty actuator, sensor or controller. The success of any fault-tolerant control method, however, requires the integration of several key components, including: the detection and...
isolation of faults, multiple available feedback control configurations that stabilize the system and a supervisory switching scheme that controls the transition from the failed configuration to a well-functioning fallback configuration that can ensure closed-loop stability. In this article, the main focus will be on fault detection and isolation (FDI), that is, not only detecting that a control actuator fault or disturbance has occurred, but also diagnosing the underlying cause of the faulty behavior (i.e., pointing exactly to the specific control actuator/sensor that has failed). If a fault is isolated early and accurately, it is more likely that it can be safely dealt with through fault-tolerant control systems (see, for example, 7,8 for more results in this area).

Methods for fault detection and isolation fall into two broad categories: model-based methods and data-based methods. Model-based methods utilize a mathematical model of the process to build, under appropriate assumptions, dynamic filters that use process measurements to compute residuals that relate directly to specific faults; in this way, fault detection and isolation can be accomplished for specific model and fault structures (see, for example, 9,10). On the other hand, data-based methods are primarily based on process measurements. Analyzing measured data gives a picture of the location and direction of the system in the state-space. It is then possible to extract information about the fault by comparing the location and/or direction of the system in the state-space with past behavior under faulty operation (e.g., 11,12), or with expected behavior as predicted by the structure or model of the system. A number of methods applicable to actuator/sensor faults have been developed that process the measured data to reduce their dimension and extract information from the data using principle component analysis (PCA) or partial-least squares (PLS) techniques (e.g., 13,14,15,16). These methods reduce the dimensionality of the data by eliminating directions in the state-space with low common-cause variance. Many methods use this reduced space and consequent null space to gain further information about the process behavior, including techniques, such as contribution plots (e.g., 17), or multiscale statistical process control using wavelets (e.g., 18,19,20). One of the main drawbacks of these data-based methods is that in order to accomplish fault isolation, they commonly require fault-specific historical data that may be costly to obtain. Furthermore, due to the nature of a chemical process, its structure and/or how it is instrumented, in practice, it is often hard to distinguish between regions/directions corresponding to operation in the presence of different faults due to overlap, making fault isolation difficult. For a comprehensive review of model-based and data-based fault detection and isolation methods, the reader may refer to 10,21.

In most applications, the FDI scheme is designed independently from the feedback control law and is then applied on top of the closed-loop system operating under a feedback control law that is previously designed without consideration of the possible faults that might occur. This is shown in Figure 1a which shows that the independently designed feedback control law and FDI scheme are combined only in the final closed-loop system. The focus of this work is to investigate the possibility of integrating the feedback control design with the data-based FDI scheme. This paradigm shift is illustrated in Figure 1b which demonstrates the idea of designing both the feedback control law and the FDI scheme with the other in mind. With the controller design taking into account the FDI scheme, faults may be more easily isolated in the resulting closed-loop system.

The aforementioned considerations motivate the development of a data-based method for fault detection and isolation that utilizes the design of the controller to enhance the isolability of the faults in the closed-loop system. Specifically, it is demonstrated in this work that a data-based FDI scheme is able to isolate a given set of faults if the nonlinear closed-loop system satisfies certain isolability conditions in the presence of common-cause process variation. We explicitly characterize this set of isolability conditions and show that it is possible, under certain conditions on the system structure, to design a feedback control law that guarantees that the closed-loop system satisfies the isolability conditions and that the origin of the closed-loop system is asymptotically stable. This is achieved through the use of appropriate nonlinear control laws that effectively decouple the dependency between certain process state variables. The controller enforces a specific structure on the system that makes fault detection and isolation possible without prior knowledge of system
behavior under faulty operation. The theoretical results are applied to a continuously stirred-tank reactor (CSTR) example and to a polyethylene reactor example. It should also be noted that although the examples given in this article are presented using a specific method for data-based fault diagnosis, the closed-loop system structure enforced by the proposed approach can also be exploited to achieve fault isolation using other data-based fault detection methods.

**Preliminaries**

**Process model**

This work focuses on a broad class of nonlinear process systems subject to actuator faults and disturbances with the following state-space description

\[
\dot{x} = f(x, u, d)
\]

where \( x \in \mathbb{R}^n \) denotes the vector of process state variables, \( u \in \mathbb{R}^p \) denotes the vector of manipulated input variables, and \( d \in \mathbb{R}^q \) denotes the vector of \( p \) possible actuator faults or disturbances. Normal operating conditions are defined by \( d = 0 \). Each component \( d_k, k = 1, \ldots, p \) of vector \( d \) characterizes the occurrence of a given fault. When fault \( k \) occurs, variable \( d_k \) can take any value. Therefore, the model of Eq. 1 can include a broad class of possible faults ranging from actuator faults to complex process disturbances and failures. The system under normal operating conditions and zero input has an equilibrium point at the origin, i.e., \( f(0,0,0) = 0 \).

Before proceeding with the theoretical development, it is important to state that the proposed FDI method brings together model-based analysis and controller design techniques for nonlinear, deterministic ordinary-differential equation systems and statistical data-based fault-diagnosis techniques. These together will be applied to the closed-loop system to diagnose faults that affect the process outside of the region determined by the common-cause process variation. To this end, we will first state the isolability conditions for the closed-loop system that need to be enforced by the appropriate control laws on the basis of the nonlinear deterministic system of Eq. 1. Subsequently, we will introduce additive autocorrelated noise in the right-hand side of Eq. 1 and additive Gaussian noise in the measurements of the vector \( x \) to compute the region of operation of the process variable, \( x \), under common-cause variance. Finally, we will demonstrate that the enforcement of an isolable structure in the closed-loop system by an appropriate feedback law allows isolating specific faults whose effect on the closed-loop system leads to sustained process operation outside of the region of common-cause variance.

Throughout this work, the notation \( L_k h(x) \) denotes the standard Lie derivative of the scalar function \( h(x) \), with respect to the vector function \( f(x) \). The notation \( L^k h(x) \) denotes the \( k \)-th order Lie derivative of the scalar function \( h(x) \), with respect to the vector function \( f(x) \) and \( L^k h(x) \) denotes the mixed Lie derivative of the scalar function \( h(x) \), with respect to the vector functions \( f(x) \) and \( g(x) \). Additionally, in order to prove stability of the closed-loop system, it is necessary to utilize the definition of input-to-state stability which uses functions of class \( K \) and \( KL \). Specifically, a function \( \gamma : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \) is of class \( K \) if it is continuous, increasing and zero at zero. A function \( \beta : \mathbb{R}_{\geq 0} \times \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \) is of class \( KL \) if, for each fixed \( t \), the function \( \beta(\cdot, t) \) is of class \( K \) and, for each fixed \( s \), the function \( \beta(s, \cdot) \) is non-increasing and approaches zero at infinity.

**Definition 1:** The system of Eq. 1 with \( d(t) = 0 \) is said to be input-to-state stable (ISS) with respect to \( u \) if there exist functions \( \beta \) of class \( KL \) and \( \gamma \) of class \( K \) such that for each \( x_0 \in \mathbb{R}^n \) and for each measurable, bounded input \( u(t) \), the solution to Eq. 1 exists for each \( t \geq 0 \) with \( x(0) = x_0 \) and satisfies

\[
|x(t)| \leq \beta(|x(0)|, t) + \gamma(|u|), \forall t \geq 0
\]

Under the assumptions of single-fault occurrence and available measurements for all of the process state variables, a data-based fault detection and isolation technique is proposed based on the structure of the system in closed-loop with a state feedback controller \( u(x) \). The conditions (denoted as isolability conditions) under which this technique can be applied are provided. The main objective is to design a state feedback controller \( u(x) \), such that the origin of the system of Eq. 1 in closed-loop with this controller is asymptotically stable under normal operating conditions, i.e., \( d(t) = 0 \), and that the closed-loop system satisfies the isolability conditions needed to apply the proposed FDI method. It is shown that for certain systems, the controller can be designed to guarantee that these conditions are satisfied, as well as to stabilize the closed-loop system.

Referring to the assumption that only a single fault occurs at any specific time instance, note that this is a reasonable assumption from a practical point of view. Namely, it is more likely that a single control actuator (e.g., an automatic valve) will fail at a particular time instance during the process operation than it is for two or more control actuators to fail at exactly the same time. Referring to the assumption that measurements of the process state variables are available, note that this assumption is made to simplify the development. In principle, this assumption can be relaxed using model-based state estimator design techniques for nonlinear systems (e.g.,25) to construct dynamic systems which yield estimates of the unmeasured states from the output measurements; however, the detailed development of the more general case is outside the scope of this work. Finally, we focus our attention on general actuator faults and disturbances and do not explicitly consider sensor faults since there is a plethora of techniques which address the issue of sensor fault detection (see, for example,24–29). With the general way in which the faults \( d_k \) are modeled, it is possible to represent virtually any fault because \( d_k \) is not restricted in any way and may be any time-varying signal; however, to achieve data-based detection and isolation of the fault \( d_k \) in the closed-loop system in the presence of noise in the state equations and measurements (noise which is introduced to model common-cause process variance), \( d_k(t) \) should be sufficiently large in a way that is stated precisely in the section titled “Data-based isolation based on a fault signature”.

In order to present the FDI method, it is necessary to define the incidence graph of a system and its reduced representation. The following definitions are motivated by standard results in graph theory.30 This kind of graph-theoretic
analysis has been applied before in the context of feedback control of nonlinear systems (see, for example, 13).

**Definition 2:** The incidence graph of an autonomous system \( \dot{x} = f(x) \) with \( x \in \mathbb{R}^n \) is a directed graph defined by \( n \) nodes, one for each state, \( x_i \), of the system. A directed arc with origin in node \( x_i \) and destination in node \( x_j \) exists if and only if \( \frac{\partial f_i}{\partial x_j} \neq 0 \).

The incidence graph of a system shows the dependence of the time derivatives of its states. Figure 2 shows the incidence graph of the following system

\[
\begin{align*}
\dot{x}_1 &= -2x_1 + x_2 + d_1 \\
\dot{x}_2 &= -2x_2 + x_1 + d_2 \\
\dot{x}_3 &= -2x_3 + x_1 + d_3
\end{align*}
\]

when \( d_1 = d_2 = d_3 = 0 \). A path from node \( x_i \) to node \( x_j \) is a sequence of connected arcs that starts at \( x_i \) and reaches \( x_j \). A path through more than one arc that starts and ends at the same node is denoted as a loop. States that belong to a loop have mutually dependent dynamics, and any disturbance affecting one of them also affects the trajectories of the rest. The mutual dependence of the dynamics of the states that belong to a given loop makes data-based isolation of faults that affect the system a difficult task. The following definition introduces the reduced incidence graph of an autonomous system. In this graph, the nodes of the incidence graph belonging to a given loop are united in a single node. This allows identifying which states do not have mutually dependent dynamics.

**Definition 3:** The reduced incidence graph of an autonomous system \( \dot{x} = f(x) \) with \( x \in \mathbb{R}^n \) is the directed graph of nodes \( q_i \), where \( i = 1, \ldots, N \), that has the maximum number of nodes, \( N \), and satisfies the following conditions:

- To each node \( q_i \) there corresponds a set of states \( X_i = \{x_j\} \). These sets of states are a partition of the state vector of the system, i.e.,

\[
\bigcup X_i = \{x_1, \ldots, x_n\}, \quad X_i \cap X_j = \emptyset, \quad \forall i \neq j
\]

- A directed arc with origin \( q_i \) and destination \( q_j \) exists if and only if \( \frac{\partial f_i}{\partial x_j} \neq 0 \) for some \( x_i \in X_i, x_j \in X_j \).
- There are no loops in the graph.

In the reduced incidence graph, states that belong to a loop in the incidence graph correspond to a single node. In this way, the states of the system are divided into subsystems that do not have mutually dependent dynamics; that is, there are no loops connecting them. The arcs of the graph indicate if there exists a state corresponding to the origin node that affects a state corresponding to the destination node. Note that the reduced incidence graph can be always obtained, but for strongly coupled systems, it may be defined by a single node; i.e., in the incidence graph there exists a loop that contains all the states of the system. In this case, data-based fault detection and isolation cannot be achieved using the proposed method. In the incidence graph of the system of Eq. 3 there is a loop that contains states \( x_1 \) and \( x_2 \). The reduced incidence graph of the system of Eq. 3 contains two nodes. Node \( q_1 \) corresponds to the states of the loop, that is, \( X_1 = \{x_1, x_2\} \). Node \( q_2 \) corresponds to \( X_2 = x_3 \). Figure 2 shows the reduced incidence graph of the system of Eq. 3. It can be seen that in the reduced incidence graph there are no loops.

**Remark 1:** In the process model of Eq. 1, process and sensor noise are not explicitly taken into account. However, noise is directly accounted for in the FDI method below by means of appropriate tolerance thresholds in the decision criteria for fault detection and isolation. The thresholds are generated on the basis of operating data and take into account both sensor and process noise, allowing for an appropriate FDI performance even if the process model and the measurements are corrupted by noise. To demonstrate this point, process and sensor noise are included in the two examples included in this work; see the simulation case studies section for details.

**Remark 2:** Due to the complex nature of faults in nonlinear systems, performing fault isolation with data-based methods alone generally leaves an ambiguous picture. On the other hand, it is possible to perform data-based fault isolation of simple faults using data-based FDI methods (this is discussed and demonstrated in 32 using contribution plots). In some cases, historical data from faulty operation will improve isolation capabilities of data-based methods; however, even with this information, due to overlap in the state-space of the regions corresponding to different faults and incomplete fault libraries, it still may be very difficult to isolate faults in nonlinear process systems.

**Data-based fault detection**

Data-based methods for fault detection in multivariate systems are well established in statistical process monitoring. This section reviews a standard data-based method of fault detection that will be used in the context of the proposed FDI method.

A common approach to monitoring multivariate process performance is based upon the \( T^2 \) statistic introduced by Harold Hotelling. 33 This approach allows multivariate processes to be monitored for a shift in the operating mean \( \bar{X} \), using a single test statistic that has a well-defined distribution. The true operating mean can be estimated from past history or...
chosen based on the known process. Generally, the true process variance is unknown and must be estimated using sampled data. Hotelling’s $T^2$ statistic tests the hypothesis that the current operating mean is the same as $\bar{X}$ with a certain degree of confidence $\alpha \cdot 100 \%$. This is the multivariate generalization of Student’s t-distribution. Consider a vector $X \in \mathbb{R}^n$ that is the average of $m$ randomly sampled state measurements. Assuming that $X$ has an $n$-variate normal distribution with an unknown variance-covariance matrix $\Sigma$, the $T^2$ statistic can be computed using the operating mean $\bar{X}$, estimated from historical data, and the estimated covariance matrix $\hat{\Sigma}$, estimated from the $m$ measurements contributing to $X$, as follows

$$T^2 = m(X - \bar{X})^T \hat{\Sigma}^{-1} (X - \bar{X}). \quad (4)$$

Based on the assumption that the measurements in $X$ are normally distributed, the $T^2$ statistic has the following distribution

$$T^2 \sim \frac{mn}{m+n+1} F(n,m-n+1) \quad (5)$$

where $F(n,m-n+1)$ is the $F$ statistic with $n$ and $m-n+1$ degrees of freedom. An upper control limit (UCL) for the $T^2$ statistic can be calculated by finding the value $T^2_{\text{UCL}}$ on the $T^2$ distribution for which there is probability $\alpha$ of a greater or equal value occurring, that is, $P(T^2 \geq T^2_{\text{UCL}}) = \alpha$

$$T^2_{\text{UCL}} = \frac{mn}{m+n+1} F_z(n,m-n+1) \quad (6)$$

Note that $T^2$ is a positive quantity and has no lower control limit. With this definition of the UCL, $\alpha$ is the probability of a type I error, or false alarm. This implies that at least once every $1/\alpha$ samples there is a false alarm or, in other words, the average run length (ARL) is equal to $1/\alpha$. Decreasing the value of $\alpha$ will increase the ARL and thus decrease the likelihood of a Type I error. However, this decreases the power of the statistical test. Power is measured as $1 - \beta$, where $\beta$ is the probability of a Type II error, which is that a failure has occurred, but is not detected by the test. Because the focus of this work is on failures that cause significant change in the operating point, and assumes a persistent state of failure before declaring a fault, finding the balance between the statistical power of the test, and the likelihood of a false alarm is not considered (see Remark 6 for further discussion on this issue).

In addition to the method presented previously, other methods using Hotelling’s $T^2$ statistic have been established which deviate from the strict definition of the test. In particular, due to the nature of continuous chemical processes, it is sometimes convenient to estimate $S$ from historical data. This assumes that data from future observations will have similar covariance. Methods that use historical data generally have two phases of operation. Phase 1 is for testing during fault-free operation to verify that the process is in control. The following UCL is used for the $T^2$ statistic in Phase 1

$$T^2_{\text{UCL}} \approx \frac{n(h-1)(m-1)}{hm - h - n + 1} F_z(n,hm - h - n + 1) \quad (7)$$

where $h$ is the number of $m$-sized samples used to evaluate the covariance matrix $S$ from historical data. Phase 2 is for the normal monitoring of a process for faults with the following control limit

$$T^2_{\text{UCL}} = \frac{n(h+1)(m-1)}{hm - h + n - 1} F_z(n,hm - h + n - 1) \quad (8)$$

Note that when $h$ is large, these limits are nearly identical.

In the context of process monitoring, it is often convenient to use a sample size of $m = 1$ where individual observations are monitored (i.e.,34,35). This is commonly used in database fault detection and isolation methods (see, for example,11,14,17,34,35). In this scenario, the UCL becomes

$$T^2_{\text{UCL}} = \frac{(h^2-1)n}{h(h-n)} F_z(n,h-n) \quad (9)$$

The $T^2$ statistic is widely used for fault detection purposes in multivariate processes and can be used for both the full state vector and the transformed state vector in the reduced PCA space. The $T^2$ statistic for the full state vector does not provide additional information that can be used for isolating the underlying cause of a fault. In some cases, the $T^2$ statistics of certain subgroups of the state vector (or functions of it) can be monitored in addition to the full vector to assist in fault isolation. In this situation, the process is decomposed into subsystems, generally based on function, structure and/or behavior allowing fault detection and isolation techniques to be applied to subgroups of sensor measurements. The context of the decomposition itself narrows the detection and isolation focus allowing the application of the $T^2$ statistic for localized detection. As the focus of the process decomposition context narrows, detection approaches isolation. If the focus is narrowed to a particular process component then detection and isolation become one and the same. Examples of work in which decompositions are used for localized FDI are in36 and37. This idea for data-based isolation using the $T^2$ statistic for each subsystem is also utilized in the context of the method proposed in the next section.

Remark 3: Note that the fault detection methods presented in this section will naturally account for process and sensor noise. Thus, the $T^2$ statistic, which scales the process data by the inverse of the covariance matrix, will be tolerant to the normal amount of process and measurement variation without signalling a fault. However, if the variance of the system were to change during the course of operation, this could signal a fault in the system when using a covariance matrix, $S$, estimated from historical data. This type of fault will generally not be declared as this work requires a fault large enough to cause persistent failure as discussed in Remark 6.
Data-based isolation based on a fault signature

Data-based isolation of the underlying cause of a faulty process behavior is, in general, a difficult problem which strongly depends on the structure of the closed-loop system. In systems with multiple possible faults, one-dimensional (1-D) statistics, such as the $T^2$ statistic presented in the previous section, cannot be used to perform fault isolation when applied globally (i.e. to the entire state vector). To understand this point in the context of a specific example, consider the system of Eq. 3. It can be seen based on the structure of the system, that a fault in $d_1$, or a fault in $d_2$ will affect the state trajectories of all three states of the system. In this case, the fault will be readily detected, but the $T^2$ statistic and the state trajectories will not provide further information with which one can reliably determine whether a fault in $d_1$ or $d_2$ had occurred. However, if a failure in $d_3$ were to occur, it can be seen from the system equations that only the state trajectory of state 3 would be affected. With this particular structure, which is that there is no path from the affected state $x_3$, to $x_1$ or $x_2$, it is possible to isolate the fault $d_3$ by observing the affected state trajectories at the time of the failure. Thus, it can be seen that under certain conditions, isolation is possible.

The example given previously motivates introducing a set of isolability conditions which guarantee that fault isolation is possible based on the state trajectories affected by a given fault. This will also provide guidelines for the design of control laws that guarantee that these conditions are satisfied. In order to precisely state these conditions, the isolability graph of an autonomous system is defined below.

**Definition 4:** The isolability graph of an autonomous system $\dot{x} = f(x, d)$ with $x \in \mathbb{R}^n, d \in \mathbb{R}^p$ is a directed graph made of the $N$ nodes of the reduced incidence graph of the system $\dot{x} = f(x, 0)$ and $p$ additional nodes, one for each possible fault $d_k$. The graph contains all the arcs of the reduced incidence graph of the system $\dot{x} = f(x, 0)$. In addition, a directed arc with origin in fault node $d_k$ and destination to a state node $q_i$ exists if and only if $d_k \neq 0$ for some $x_i \in X_i$.

Figure 3 shows the isolability graph of the system of Eq. 3. The isolability graph of an autonomous system subject to $p$ faults shows, in addition to the incidence arcs of the reduced incidence graph, which loops of the system are affected by each possible fault. Based on this graph, it is possible to define the signature of a fault.

**Definition 5:** The signature of a fault $d_k$ of an autonomous system subject to $p$ faults $\dot{x} = f(x, d)$ with $x \in \mathbb{R}^n, d \in \mathbb{R}^p$ is a binary vector $W_k$ of dimension $N$, where $N$ is the number of nodes of the reduced incidence graph of the system. The $i$-th component of $W_k$, denoted $W_{ki}$, is one if there exists a path in the isolability graph from the node corresponding to fault $k$ to the node $q_i$ corresponding to the set of states $X_i$, or zero otherwise.

The signature of a fault indicates the set of states that are affected by the fault. If each of the corresponding signatures of the faults is different, then it is possible to isolate the faults using a data-based fault-detection method. Faults $d_1$ and $d_2$ in the system of Eq. 3 have the same signature, $W^1 = [1 \ 1]^T$, because $d_1$ and $d_2$ both directly affect $q_1$, and there is a path from $q_1$ to $q_2$. This implies that both faults affect the same set of states. Therefore, it is not possible to distinguish between them based on the signature. On the other hand, the signature of fault $d_3$ in the same system is $W^3 = [0 \ 1]^T$, because there is no path to $q_1$ from $q_2$, which is the node directly affected by $d_3$. This implies that the states corresponding to node $q_1$ are effectively decoupled from fault $d_3$. This allows distinguishing between a fault in $d_3$ and a fault in either $d_1$ or $d_2$ in the system of Eq. 3, based on the profiles of the state trajectories.

In this work, we propose to design and implement appropriate feedback laws in the closed-loop system that induce distinct signatures for specific faults to allow their isolation. In the next section, we present methods for the design of controllers that enforce an isolable structure in the closed-loop system. In the remainder of this section, we discuss the issue of determination of the fault signatures for the closed-loop system in the absence and presence of noise in the differential equations and measurements. This determination of the fault signature from process measurements will also lead to a characterization of the type of fault signals $d_k(t)$, for which isolation can be achieved when common-cause variation is considered for the closed-loop system (caused by the introduction of noise in the differential equations and measurements). Specifically, referring to the deterministic closed-loop system (i.e., no noise is present in the states or in the measurements), the signature of the fault $W_k$ for any time-varying signal $d_k(t)$, can be computed directly from the isolability graph, and is independent of the type of time-dependence of $d_k(t)$. In other words, the signal $d_k(t)$ need not satisfy any conditions for its signature to be computed. Once the fault signature is computed, then fault isolation is immediate in the deterministic case by checking whether or not the signature of the system corresponds to a defined fault. However, in the presence of noise in the states and measurements, $d_k(t)$ has to be sufficiently large to have an effect that leads to operation of the process states outside of the range expected, due to common-cause variance. Additionally, this must happen for a sufficiently large period of time to distinguish the fault, based on its signature, from other causes that can lead to violations of the upper control limit for a small period of time. Specifically in the proposed method, the following statistics based on the state trajectories of the system of Eq. 1 in closed-loop with a given feedback controller $u(x)$ in the presence of noise in the states and measurements are monitored:

- $T^2$ statistic based on the full state $x$ with upper control limit $T^2_{UCL}$.
- $T^2_i$ statistic with $i = 1, \ldots, N$ based on the states $x_i \in X_i$, where $X_i$ are the sets of states corresponding to each one of the nodes of the reduced incidence graph. To each $T^2_i$ statistic a corresponding upper control limit $T^2_{i,UCL}$ is assigned.

![Figure 3. Isolability graph for the system of Eq. 3.](image-url)
The fault detection and isolation procedure then follows the steps given below:

1. A fault is detected if $T_2^2(t) > T_{UCL}^2 \forall t \leq t \leq T_P$, where $T_P$ is chosen so that the window $T_P - t_f$ is large enough to allow fault isolation with a desired degree of confidence, and depends on the process time constants and potentially on available historical information of the process behavior.

2. A fault that is detected can be isolated if the signature vector of the fault $W(t_f, T_P)$ can be built as follows

$$T_2^2(t) > T_{UCL}^2 \forall t \leq t \leq T_P \Rightarrow W(t_f, T_P) = 1$$
$$T_2^2(t) \leq T_{UCL}^2 \forall t \leq T_P \Rightarrow W(t_f, T_P) = 0$$

In such a case, fault $d_k$ is detected at time $T_P$ if $W(t_f, T_P) = W$. If two or more faults are defined by the same signature, isolation between them is not possible on the basis of the fault signature obtained from the isolability graph.

The conditions in steps 1 and 2 state that the fault $d_k(t)$ has to be sufficiently large in order to be detected and isolated.

**Remark 4:** States to which there is not a path from a given fault node to the corresponding subsystem node in the isolability graph are not affected by changes in the value of $d_k$; thus, they are effectively decoupled from the fault $d_k$. The FDI method can be applied if the signatures of the closed-loop system faults are different. This is the isolability condition.

**Remark 5:** The concept of the “signature of a fault” employed in this section can be generalized in the context of monitoring the evolution of a set of variables defined as functions of the state. In particular, given any variable change, the isolability graph can be obtained in the new state space and the signature defined on the basis of the new state variables. In the next section, an example of this idea is provided for input/output linearizable, nonlinear systems where the signature of a fault is given in a partially linearized state-space.

**Remark 6:** The upper control limit is chosen taking into consideration common-cause variance, including process and sensor noise, in order to avoid false alarms. Thus, small disturbances or failures may go undetected if the magnitude and effect of the disturbance is similar to that of the inherent process variance. For this reason, it was stated in the fault detection and isolation procedure that a fault $d_k$ must be “sufficiently large” in order for $T_2^2(t)$ to exceed the threshold $T_{UCL}^2 \forall t \leq t \leq T_P$. It is assumed that if a fault $d_k$ is not large enough to cause $T_2^2(t)$ to exceed the threshold $T_{UCL}^2 \forall t \leq T_P$ (where $t_f$ is the time in which $T_2^2(t_f) \geq T_{UCL}^2$ for the first time) then the fault is not “sufficiently large” and its effect on the closed-loop system, from the point of view of fault behavior, is not of major consequence. Therefore, such a $d_k$ is not considered to be a fault. However, it should be noted that a fault $d_k$ that is large enough to cause the $T^2$ derived from the full state vector, $x$, to cross the upper control limit signaling a fault may not be large enough to signal a fault in all of the affected subgroups. In this case, it is possible to have a false isolation. This is investigated in the simulation case studies section.

Finally, the condition $T_2^2(t) \neq T_{UCL}^2 \forall t \leq T_P$ allows violation of the UCL in the full state vector and individual subsystems, due to other causes for a short period of time. However, such violations do not modify the fault signature $W(t_f, T_P)$ if $T_P$ is chosen to be sufficiently large.

**Remark 7:** We would like to point out that the isolability conditions are not restrictive from the practical point of view that it is generally possible to induce at least some degree of decoupling within any given system. For example, any system with a relative degree $r \leq n$ can be decoupled using the method presented in the section on feedback linearization. Systems, such as this are very common in practice. However, while the isolability conditions can generally be met for one or a few faults in almost any system, it can be difficult to isolate all faults within any given system using this method alone.

**Controller Enhanced Isolation**

**Enforcing an isolable closed-loop system structure through controller design**

In general, control laws are designed without taking into account the FDI scheme that will be applied to the closed-loop system. We propose to design an appropriate nonlinear control law to allow isolation of given faults using the method proposed in the previous section, by effectively decoupling the dependency between certain process state variables to enforce the fault isolability conditions in the closed-loop system. As explained in the previous section, this requires that the structure of the isolability graph of the closed-loop system be such that at least one or more faults be partially decoupled from one or more nodes on the isolability graph. The main idea is to obtain an isolability graph of the closed-loop system which provides a different signature for each fault. This key requirement can be accomplished using a variety of nonlinear control laws. In general providing a systematic procedure to design a controller that guarantees both closed-loop stability and satisfaction of the isolability conditions for any nonlinear process is not possible. The specific form of the controller depends on the structure of the open-loop system and such a controller may not exist. One general procedure that can be followed, however, is to decouple a set of states from the rest. Recursively applying this decoupling technique, appropriate closed-loop isolability graphs can be obtained in certain cases. As an example of this design approach, we first provide a controller that can be applied to nonlinear systems with the following state space description

$$\dot{x}_1 = f_{11}(x_1) + f_{12}(x_1, x_2) + g_1(x_1, x_2)u + d_1$$
$$\dot{x}_2 = f_2(x_1, x_2) + d_2$$

where $x_1 \in \mathbb{R}, x_2 \in \mathbb{R}^n, u \in \mathbb{R}$, and $g_1(x_1, x_2) \neq 0$ for all $x_1 \in \mathbb{R}, x_2 \in \mathbb{R}^n$. With a state feedback controller of the form
The closed-loop system takes the form
\[
x_1 = f_1(x_1) + \varphi(x_1) + d_1
\]
\[
x_2 = f_2(x_1, x_2) + d_2
\]
where \(\varphi(x_1)\) has to be designed in order to achieve asymptotic stability of the origin of the \(x_1\) subsystem when \(d_1 = 0\).

Note that explicit stabilizing control laws that provide explicitly-defined regions of attraction for the closed-loop system have been developed using Lyapunov techniques for specific classes of nonlinear systems, particularly input-affine nonlinear systems; the reader may refer to \(^{38,39,40,23}\) for results in this area. The origin of the closed-loop system is asymptotically stable if \(\dot{x}_2 = f_2(x_1, x_2)\) is input-to-state stable with respect to \(x_1\). In this case the proposed controller guarantees asymptotic stability of the closed-loop system, as well as different signatures for faults \(d_1\) and \(d_2\). Note that the reduced incidence graph is defined by two nodes corresponding to both states, and the signatures are given by \(W^1 = [1 \ 1]^T\) and \(W^2 = [0\ 1]^T\).

The controller design method discussed previously provides a basic tool for obtaining control laws that provide closed-loop stability and satisfy the isolability constraints. The main idea is to force decoupling in a first controller design step (in this case \(u(x)\)), and then ensure closed-loop stability in a second (in this case \(v(x)\)). Additionally, the next section provides a systematic controller design for a particular class of nonlinear systems. This procedure along with the class of systems under consideration are introduced in the following subsection.

**Input/output linearizable nonlinear systems**

In this subsection, we focus on a class of process systems modeled by single-input single-output nonlinear systems with multiple possible faults which have the following state-space description
\[
\dot{x} = f(x) + g(x)u + \sum_{k=1}^{p} w_k(x)d_k
\]
\[
y = h(x)
\]
where \(x \in \mathbb{R}^n\) is the state, \(u \in \mathbb{R}\) is the input, \(y \in \mathbb{R}\) is the controlled output, and \(d_k \in \mathbb{R}\) represents a possible fault. It is assumed that \(f, g, h\) and \(w_k\) are sufficiently smooth functions, that is, all necessary derivatives exist and are continuous functions of \(x\), and that a set of \(p\) possible faults has been identified. Each of these faults is characterized by an unknown input to the system \(d_k\) that can model actuator failures and disturbances. As before, this definition of \(d_k\) is not restricted by value and may be time-varying, and, thus, it can model a very broad class of faults. The system has an equilibrium point at \(x = 0\) when \(u(t) = d_k(t) \equiv 0\) and \(h(0) = 0\). Note that in general this equilibrium point may correspond to a given set-point of the output.

The main control objective is to design a feedback control law \(u(x)\), such that the origin is an asymptotically stable equilibrium point of the closed-loop system, and, moreover, the closed-loop system satisfies the isolability conditions. Feedback linearization is used to accomplish this task. First, it is necessary to review the definition of the relative degree of the output \(y\), with respect to the input \(u\), in the system of Eq. 13.

**Definition 6:** \(^{41}\) Referring to the system of Eq. 13, the relative degree of the output \(y\), with respect to the input \(u\), is the smallest integer, \(r \in [1, n]\), for which
\[
L_y L_y^{-1} h(x) = 0, \quad i = 0, \ldots, r - 2
\]
\[
L_y L_y^{-1} h(x) \neq 0.
\]

A system with an input relative degree \(r \leq n\) is input-output linearizable. If \(r = n\) the entire input-state dynamics can be linearized. If \(r < n\), the feedback controller can be chosen so that a linear input-output map is obtained from an external input \(v\), to the output \(y\), even though the state equations are only partially linearized (see also, \(^{41}\)). To be specific, if the system of Eq. 13 has input relative degree \(r < n\), then there exists a coordinate transformation (see \(^{41}\)) \((\zeta, \eta) = T(x)\) such that the representation of the system of Eq. 13 with \(d_k = 0\) for all \(k = 1, \ldots, p\) (that is, the system without faults), in the \((\zeta, \eta)\) coordinates, takes the form
\[
\dot{\zeta}_1 = \zeta_2
\]
\[
\vdots
\]
\[
\dot{\zeta}_{r-1} = \zeta_r
\]
\[
\dot{\zeta}_r = L_\eta h(x) + L_g L_\eta^{-1} g(x)u
\]
\[
\eta_1 = \Psi_1(\zeta, \eta)
\]
\[
\vdots
\]
\[
\eta_{n-r} = \Psi_{n-r}(\zeta, \eta)
\]
where \(y = \zeta_1\), \(x = T^{-1}(\zeta, \eta)\), \(\zeta = [\zeta_1, \ldots, \zeta_r]^T\) and \(\eta = [\eta_1, \ldots, \eta_{n-r}]^T\). Choosing \(u(x)\) in an appropriate way, the dynamics of \(\zeta\) can be linearized and controlled properly using linear control theory. The stability of the closed-loop system, however, can only be assured if the inverse dynamics \((\bar{\eta} = \Psi(\zeta, \eta))\) satisfy additional stability assumptions. In particular, the inverse dynamics must be input-to-state stable with respect to \(\zeta\). If this is the case, then an appropriate control law can be designed for the input-output subsystem that guarantees stability of the entire closed-loop system. In the following theorem, we review one example of an input-output feedback-linearizing controller. The controller presented, under the assumption of no faults, guarantees asymptotic stability of the closed-loop system.

**Theorem 1:** \(^{41}\) Consider the system of Eq. 13 with \(d_k = 0\) for all \(k = 1, \ldots, p\) under the feedback law
\[
u(x) = \frac{1}{L_y L_y^{-1} h(x)}[K T_\zeta(x) - L_y h(x)]
\]
where \(\zeta = T_\zeta(x)\). Assume \(K\) is chosen such that the matrix \(A + BK\) has all of its eigenvalues in the left-hand side of the complex plane where
\[
\begin{bmatrix}
 0_{r-1} & I_{r-1} \\
 0 & 0_{r-1}
\end{bmatrix},
\quad
\begin{bmatrix}
 0_{r-1} \\
 1
\end{bmatrix}.
\]

\( I_{r-1} \) is the \((r - 1) \times (r - 1)\) identity matrix, and \(0_{r-1}\) is the \((r - 1) \times 1\) zero vector. Then, if the dynamic system \(\dot{y} = \Psi(\zeta, \eta)\) is locally input-to-state stable (ISS), with respect to \(\zeta\), the origin of the closed-loop system is locally asymptotically stable.

We prove that under certain assumptions, if the state-feedback law given in Eq. 15 is used, then the faults of system of Eq. 13 can be isolated into two different groups: those that affect the output and those that do not affect the output. The main idea is that the isolability graph of the closed-loop system in the coordinates \((\zeta, \eta)\) provides different signatures for the faults depending on their relative degree, which is defined later (this definition was introduced in \(42\) in the context of feedback/feedforward control of nonlinear systems with disturbances, but it is employed here to address a completely different issue).

**Definition 7:** Referring to the system of Eq. 13, the relative degree, \(\rho_k \in [1, \eta]\), of the output, \(y\), with respect to the fault \(d_k\) is the smallest integer for which

\[
L_0 L_i h(x) = 0, \quad i = 0, \ldots, \rho_k - 2
\]

\[
L_0 L_i^{\rho_k - 1} h(x) \neq 0.
\]

The definition of the relative degree of a fault is analogous to that of the relative degree of the input, but instead of relating the output to the input, this definition of relative degree relates the output to a particular fault. If a feedback-linearizing controller is used, then the faults can be divided into two different groups: those with a relative degree \(\rho_k\) that is greater than the relative degree \(r\) and those with a relative degree \(\rho_k\) that is less than or equal to \(r\). When a fault occurs, the faults of the first group will not affect the output \(y\), while those of the latter will.

To show this point, taking into account Definitions 6 and 7, there exists (see \(41\)) a coordinate transformation \((\zeta, \eta) = T(x)\), such that the representation of the system of Eq. 13 with \(d_i = 0\) for all \(d_i \neq d_k\) (that is, the system subject only to fault \(d_k\)), in the \((\zeta, \eta)\) coordinates, takes the form (for \(\rho_k < r\))

\[
\begin{align*}
\dot{\zeta}_1 &= \zeta_2 \\
\vdots \\
\dot{\zeta}_{r-1} &= \zeta_r \\
\dot{\zeta}_r &= L_f h(x) + L_0 L_f^{r-1} h(x) u \\
\dot{\eta}_1 &= \Psi_1(\zeta, \eta, d_k) \\
\vdots \\
\dot{\eta}_{n-r} &= \Psi_{n-r}(\zeta, \eta, d_k)
\end{align*}
\]

where \(y = (\zeta_1, x = T^{-1}(\zeta, \eta), \zeta = [\zeta_1, \ldots, \zeta_r]^{T}\) and \(\eta = [\eta_1, \ldots, \eta_{n-r}]^{T}\). Following the definition of the state-feedback law of Eq. 15, the following state-space representation is obtained for \(\zeta\)

\[
\dot{\zeta} = (A + BK)\zeta
\]

This dynamical system is independent of \(d_k\). Therefore, the trajectory of the output \(y\) is independent of the fault \(d_k\). This result, however, does not hold if the relative degree \(\rho_k\) of the fault \(d_k\) is equal to or smaller than \(r\). In this case, the coordinate change does not eliminate the dependence of the output on the fault \(d_k\). Applying the same coordinate change \((\zeta, \eta) = T(x)\), the dynamics of the system of Eq. 13 with \(d_j = 0\) for all \(d_j \neq d_k\) (that is, the system subject to fault \(d_k\)), in the \((\zeta, \eta)\) coordinates, takes the form

\[
\begin{align*}
\dot{\zeta}_1 &= \zeta_2 + \Phi_1(d_k) \\
\vdots \\
\dot{\zeta}_r &= \zeta_r + \Phi_{r-1}(d_k) \\
\dot{\zeta}_{r+1} &= L_f h(x) + L_0 L_f^{r-1} h(x) u + \Phi_r(d_k) \\
\dot{\eta}_1 &= \Psi_1(\zeta, \eta, d_k) \\
\vdots \\
\dot{\eta}_{n-r} &= \Psi_{n-r}(\zeta, \eta, d_k)
\end{align*}
\]

where \(y = (\zeta_1, x = T^{-1}(\zeta, \eta), \zeta = [\zeta_1, \ldots, \zeta_r]^{T}\) and \(\eta = [\eta_1, \ldots, \eta_{n-r}]^{T}\). In this case, when the fault occurs, the output is affected. In summary, if controller of Eq. 15 is used, the possible faults of the system of Eq. 13 are divided into two groups, each with a different signature. When a fault occurs, taking into account whether the trajectory of the output is affected or not, one can determine which group the fault belongs to. Note that if only two faults are defined and \(\rho_1 \leq r\) and \(\rho_2 > r\), then the fault is automatically isolated.

**Remark 8:** The feedback linearizing control laws presented in this subsection are designed to enforce a linear input/output structure in the closed-loop system. Although the external input, \(v = K\zeta\), may be designed to stabilize the resulting linear closed-loop system optimally, the total control action \(u\) is not optimal with respect to a closed-loop performance index (cost) that includes a penalty on the control action.

**Simulation Case Studies**

In this section, the proposed approach for integrated FDI and controller design is applied to two chemical process examples. First, we consider a CSTR and utilize feedback linearization to design a nonlinear controller that yields a closed-loop system for which the isolability conditions hold. Second, we consider a polyethylene reactor and design a nonlinear control law, based on the general method of the first subsection under “Controller enhanced isolation”, that yields a closed-loop system for which the isolability conditions hold. In both cases, we demonstrate that data-based fault detection and isolation is achieved under feedback control laws that enforce isolability in the closed-loop system, an outcome that is not possible, in general, when other feedback control designs that do not enforce the required structure are used.

**Application to a CSTR example**

The first example considered is a well-mixed CSTR in which a feed component \(A\) is converted to an intermediate species \(B\), and finally to the desired product \(C\), according to the reaction scheme.
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Both steps are elementary, reversible reactions and are governed by the following Arrhenius relationships

\[
\begin{align*}
\dot{C}_A &= \frac{F}{V} (C_{A0} - C_A) - r_1 + r_{-1} + d_1 \\
\dot{C}_B &= -\frac{F}{V} C_B + r_1 - r_{-1} - r_2 + r_{-2} \\
\dot{C}_C &= -\frac{F}{V} C_C + r_2 - r_{-2} \\
\dot{\theta} &= \frac{F}{V} (T_0 - \theta) + \frac{(-\Delta H_1)}{\rho c_p} (r_1 - r_{-1}) \\
&\quad + \frac{(-\Delta H_2)}{\rho c_p} (r_2 - r_{-2}) + u + d_2
\end{align*}
\]

where \( k_{10} \) is the pre-exponential factor, and \( E_i \) is the activation energy of the \( i \)th reaction, where the subscripts 1, -1, 2, -2 refer to the forward and reverse reactions of steps 1 and 2. \( R \) is the gas constant, while \( C_A, C_B \), and \( C_C \) are the molar concentrations of species \( A, B \), and \( C \), respectively. The feed to the reactor consists of pure \( A \) at flow rate \( F \), concentration \( C_{A0} \) and temperature \( T_0 \). The state variables of the system include the concentrations of the three main components \( C_A, C_B, \) and \( C_C \) as well as the temperature of the reactor \( T \). Using first principles and standard modeling assumptions, the following mathematical model of the process is obtained

\[
A \overset{1}{\underset{2}{\Rightarrow}} B \overset{2}{\underset{1}{\Rightarrow}} C
\]

Figure 4. CSTR example.

Distribution of normalized, fault-free operating data compared with a normal distribution of the same mean and variance. [Color figure can be viewed in the online issue, which is available at www.interscience.wiley.com.]
trollers: a controller based on feedback linearization and a proportional controller (it is important to point out that the conclusions of this simulation study would continue to hold if the proportional controller is replaced by proportional-integral-derivative control, model-predictive control or any other controller that does not achieve decoupling of the controlled output, \( y = C_C \), from the fault \( d_1 \), in the closed-loop system). The feedback-linearizing controller takes the form of Eq. 15 with

\[
K = [-1 -1]
\]

Note that the state variables are shifted so that the origin represents the desired set point. The proportional controller takes the form

\[
u = (T_s - T)
\]

In the closed-loop system operating under the feedback-linearizing control law, according to the results of the previous section, faults with a relative degree higher than that of the input (i.e., \( p_s > 2 \)) will not affect the output in the event of a failure. Therefore, because \( d_1 \) has a relative degree of 3, it will not affect the behavior of the output. Conversely, because fault \( d_2 \) is of relative degree 2, its effect cannot be decoupled from the output. This result is illustrated in Figure 5. The nodes in this figure are \( q_1 = \{\xi_1\} \), \( q_2 = \{\xi_2\} \) and \( q_3 = \{\eta_1\} \), \( \eta_2\} \), where \( \xi_1 = C_C \), \( \xi_2 = \xi_1 \) and \( \eta_1\} \), \( \eta_2\} \) are combinations of \( C_A \), \( C_B \) and \( T \) such that \( [\xi_1\eta_1\eta_2] = T(C_A, C_B, C_C, T) \) is an invertible transformation. The isolability graph of this system in the transformed coordinates shows that each of the states in the \( \xi \) subsystem is a separate node, and that the states in the \( \eta \) subsystem form a single additional node. Although there are multiple nodes in the \( \xi \) subsystem, because each is directly affected by \( d_1 \), the effect is the same as if they were a single node. Moreover, since there is no path from the \( \eta \) subsystem node to any of the \( \xi \) subsystem nodes, and \( d_2 \) only affects the \( \eta \) subsystem node directly, the signatures for faults \( d_1 \) and \( d_2 \) will be unique and thus isolable. Additionally, it should be noted that the trajectory of \( \xi_1 \) follows that of the output, \( C_C \), and the \( \xi \) subsystem is not affected by the other states. Thus, monitoring the output \( C_C \), as one subsystem, and the remaining states as a second subsystem is equivalent to monitoring the subsystems formed in the transformed space.

The isolability property stated previously, however, does not hold for the closed-loop system under proportional control. In that case, when a fault occurs (whether it be \( d_1 \) or \( d_2 \)), the output is affected by the presence of the fault. These theoretical predictions were tested by simulating the system of Eq. 17 in closed-loop under both proportional control and feedback-linearizing control. In both cases, the system was initially operating at the steady-state of Eq. 18, with a failure appearing at time \( t = 0.5 \text{ hr} \).

Based on the structure of the closed-loop system under feedback-linearizing control, the state vector was divided into two subvectors, \( X_1 = [C_C] \) and \( X_2 = [C_A, C_B, T] \) as discussed earlier. Hotelling’s statistic (Eq. 4) for the full state vector \( (T^2) \), and of each of the subvectors \( (T^2_1) \) and \( (T^2_2) \) were monitored to detect and evaluate the presence of a fault. Detection was performed based on the \( T^2 \) statistic violating the upper control limit \( T^2_{UCL} \) defined in Eq. 6 using \( m = 10 \) randomly sampled measurements at intervals of \( \Delta t = -ln(\xi)/W_x \) where \( \xi \) is a uniformly distributed random variable from 0 to 1, and \( W_x \) is the sample rate of one sample per minute. Similarly, isolation was done based on the detection of a violation of the UCL in \( T^2_1 \) and \( T^2_2 \), and the known fault signatures computed from the isolability graph \( W_i = [0 \ 1] \) and \( W_2 = [1 \ 1] \). Additionally, the same data was tested with a sample size \( m = 1 \), and the upper control limits as defined in Eq. 9. In this case a much higher sampling rate was used (20 samples per minute), because there was no need to capture a larger time scale (see Remark 9). As described in the section on data-based fault detection, the method of single observations relies on the covariance matrix \( S \) calculated from historical data under common-cause variation only, and the method of \( m = 10 \) observations uses a covariance matrix \( S \) obtained from the new observations being analyzed in each sample.

The closed-loop system was simulated under proportional and feedback-linearizing control. Noise in the states and measurements was included as discussed earlier. A fault in \( d_1 \) was introduced as a step change of magnitude 1 kmol/m² s. Figure 6 shows the state trajectories for the closed-loop system under the proportional and the feedback-linearizing controller. Figure 7 shows the \( T^2 \) statistics for the system under feedback-linearizing control, calculated from \( m = 10 \) randomly sampled state measurements using the \( T^2_{UCL} \) from Eq. 6 with confidence level \( \alpha = 0.001 \), and degrees of freedom \((3, 8)\) for \( T^2_1 \), \((1,10)\) for \( T^2_2 \) and \((4,7)\) for \( T^2 \). Also, the data is prone to greater false alarms, because over the short window of 10 observations the trajectories are much more serially correlated, and can be susceptible to almost singular covariance matrices, leading to large \( T^2 \) values for small deviations from the mean. Figure 8 shows the \( T^2 \) statistic for the same results, calculated instead from individual observations \( (m = 1) \) using the UCL from Eq. 9 with confidence level \( \alpha = 0.01 \) and degrees of freedom \((3,2997)\), \((1,2999)\) and \((4,2996)\) for \( T^2_1 \), \( T^2_2 \) and \( T^2 \), respectively. Observe that the moving average of \( m = 10 \) observations causes a delay in the fault detection time compared to the case where \( m = 1 \).

In both methods, the \( T^2 \) statistic exceeds the upper control limit \( T^2_{UCL} \), signaling a failure, around \( t = 0.5 \text{ hr} \). The \( T^2_1 \) value remained below its threshold, while the \( T^2_2 \) value
exceeded $T^2_{\text{UCL}}$. This shows that the output (subvector 1) was not affected by the failure. In the case of proportional control with a failure in $d_1$ the $T^2$ statistic accurately shows that the failure occurred around time $t = 0.5$ hr. Figures 9 and 10 show the results $m = 10$ and $m = 1$, respectively. However, in this simulation, all of the state trajectories were affected by the failure resulting in values of $T^2_1$ and $T^2_2$ that exceeded the upper control limits. In the case of a failure in $d_2$, introduced as a step change of magnitude $1 \, K/s$ both proportional control and feedback-linearizing control show failures in $T^2$ at $t = 0.5$ hr, as well as in both subsystems $T^2_1$ and $T^2_2$ see Figures 11 and 12. Looking at $T^2_1$ and $T^2_2$ in Figures 9 and 11, it is clear that fault $d_1$ did not affect the output, whereas $d_2$ did. In this situation, where only one fault in each group is considered, it is possible to successfully identify the failure in Figure 9 as $d_1$. However, for proportional control, all of the states were affected by each failure (see Figures 10 and 12) leaving an unclear picture as to the cause of the fault.

A Monte Carlo simulation study was performed by randomly varying the fault sizes, and the amount of variance in the process and measurement noise in order to verify that the method performs as expected in a broad range circumstances. In total, 500 simulations were run, each with uniformly distributed random values of fault size, process noise variance and sensor noise variance. Only a fault in $d_1$ was considered with values ranging from 0 to $3 \, \text{kmol/m}^3 \cdot \text{s}$. The standard deviation of the process noise $\sigma_p$, and the sensor noise $\sigma_m$ ranged from 0 to twice the values reported in Table 2. A single observation $T^2$ statistic was used with the associated
The results of these simulations were that from 500 runs, faults were detected when $d_1 > 0.21$, with an average initial detection time of 30.7 min. Out of the 500 runs, a single run was detected by the $T^2$ statistic but showed no failure in either $T^1$ or $T^2$.

Finally, to follow-up on the point of Remark 8, while the feedback-linearizing controller is not an optimal controller, Figure 13 shows that the control action requested by the feedback-linearizing controller is not excessive and is comparable to that of the control action requested by the proportional controller.

**Remark 9:** The simulation results showed that the traditional setting for Hotelling’s $T^2$ statistic which calls for using $m$ randomly sampled observations, and a covariance matrix based on the sampled data was less accurate than the method of individual observations. This is due to the fact that the data is not normally distributed on a short time scale. A small number of observations in a sample can lead to an almost singular $S$, while the predicted distribution for a large number of observations per sample becomes increasingly narrow. This reveals the fact that the data over a short period are in fact serially correlated. While this could be remedied by using a larger sample time scale, this may become inappropriate due to the need to quickly identify faults. However, the single observation method is a reasonable approach because the individual observations hold to the normal distribution over a long period of time. The probability of exceeding the UCL predicted by Eq. 9 using $S$ estimated from historical data is accurate on a large time-scale and potentially conservative otherwise.

**Application to a polyethylene reactor**

In this subsection, the proposed method will be demonstrated using a model of an industrial gas phase polyethylene reactor. The feed to the reactor consists of ethylene, comonomer, hydrogen, inert, and catalyst. A recycle stream of unreacted gases flows from the top of the reactor, and is cooled by passing through a water-cooled heat exchanger. Cooling rates in the heat exchanger are adjusted by mixing cold and warm water streams while maintaining a constant total cooling water flow rate through the heat exchanger. Mass balances on hydrogen and comonomer have not been considered in this study because hydrogen and comonomer

| Table 2. CSTR Example Noise Parameters |
|-----------------|----------------|-------|
| $\sigma_m$ | $\sigma_p$ | $\phi$ |
| $C_A$ | 1E-2 | 1E-2 | 0.9 |
| $C_B$ | 1E-2 | 1E-2 | 0.9 |
| $C_C$ | 1E-2 | 1E-2 | 0.9 |
| $T$ | 1E-1 | 1E-1 | 0.9 |
Figure 13. CSTR example.

Maneuvered input profiles for both the proportional controller (○) and the feedback-linearizing controller (×) with a failure in d1 at time t = 0.5 hr.

have only mild effects on the reactor dynamics. A mathematical model for this reactor has the following form (44)

\[
\frac{d\ln}{dt} = \frac{1}{V_g} (F_{\text{in}} - \frac{[\ln]}{[\ln]} b_1)
\]

\[
\frac{d[M_1]}{dt} = \frac{1}{V_g} (F_{\text{in}} - \frac{[M_1]}{[\ln]} b_2 - R_{M1})
\]

\[
\frac{dY_1}{dt} = F_c a_c - k_{d1} Y_1 - \frac{R_{M1} M_w Y_1}{B_w} + d_2
\]

\[
\frac{dY_2}{dt} = F_c a_c - k_{d2} Y_2 - \frac{R_{M1} M_w Y_2}{B_w} + d_2
\]

\[
\frac{dY_3}{dt} = F_c a_c - k_{d3} Y_3 - \frac{R_{M1} M_w Y_3}{B_w} + d_2
\]

\[
\frac{dT_{w1}}{dt} = \frac{F_g}{M_w} (T_{w1} - T_{w1}) - \frac{UA}{M_w C_{p,m}} (T_{w1} - T_{g1})
\]

\[
\frac{dT_{w2}}{dt} = \frac{F_g}{M_g} (T - T_{g1}) + \frac{UA}{M_g C_{p,m}} (T_{w1} - T_{g1}) + d_3
\]

where

\[
b_1 = V_g C_p \sqrt{([M_1] + [\ln]) RRT - P_v}
\]

\[
R_{M1} = \frac{[M_1]}{[\ln]} k_{p,\text{ml}} e^{-\frac{E_a}{R} \left(\frac{1}{T} + \frac{1}{T_f}\right)} (Y_1 + Y_2)
\]

\[
C_{p,m} = \frac{[M_1]}{[\ln]} C_{p,m1} + \frac{[\ln]}{[\ln]} C_{p,m2}
\]

\[
H_f = (F_{\text{in}} C_{p,m1} + F_{\text{in}} C_{p,m2}) (T_{\text{feed}} - T_f)
\]

\[
H_{g1} = F_g (T_{g1} - T_f) C_{p,g}
\]

\[
H_{g2} = F_g (T_{g2} - T_f) C_{p,g}
\]

\[
H_{g3} = H_{\text{rev}} M_w R_{M1}
\]

\[
H_{pol} = C_{p,\text{pol}} (T - T_f) R_{M1} M_w
\]

The definitions for all the variables used in Eqs. 19–20 are given in Table 3, and their values can be found in Table 4 (see also). Under normal operating conditions, the open-loop system behaves in an oscillatory fashion (i.e., the system possesses an open-loop unstable steady-state surrounded by a stable limit cycle). The open-loop unstable steady-state around which the system will be controlled is

\[
[\ln]_{ss} = 439.7 \text{ mol} m^3, [M_1]_{ss} = 326.7 \text{ mol} m^3
\]

\[
Y_{1ss}, Y_{2ss} = 3.835 \text{ mol}, Y_{3ss} = 356.2 \text{ K}, T_{g1ss} = 290.4 \text{ K}, T_{w1ss} = 294.4 \text{ K}.
\]

Note that with the given parameters, the dynamics of Y1, Y2 are identical and will be reported in the results as a single combined state. In this example, we consider three possible faults d1, d2, and d3 which represent a change in the feed temperature, catalyst deactivation and a change in the recycle gas flow rate, respectively. The manipulated inputs are the feed temperature $T_{\text{feed}}$, and the inlet flow rate of ethylene $F_{M1}$. The control objective is to stabilize the system at the open-loop unstable steady-state. In addition, in order to apply the proposed PDI scheme, the controller must guarantee that the closed-loop system satisfies the isolability conditions. The open-loop system is highly coupled. If the controller does not impose a specific structure, all the states have mutually dependent dynamics (i.e., they consist of one node in the isolability graph as stated in Definition 5). In this work, we propose to design a nonlinear controller to decouple $[\ln]$, $[M_1]$ and $T$ from $(Y_1, Y_2)$ and from $T_{w1}$ and $T_{g1}$. In this way, the resulting closed-loop system consists of three subsystems (i.e., three nodes in the isolability graph) that do not have mutually dependent dynamics. In addition, the signature of

Table 3. Polyethylene Reactor Example Process Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_r$</td>
<td>active site concentration of catalyst</td>
</tr>
<tr>
<td>$b_r$</td>
<td>overhead gas bleed</td>
</tr>
<tr>
<td>$B_w$</td>
<td>mass of polymer in the fluidized bed</td>
</tr>
<tr>
<td>$C_{p,m1}$</td>
<td>specific heat capacity of ethylene</td>
</tr>
<tr>
<td>$C_v$</td>
<td>vent flow coefficient</td>
</tr>
<tr>
<td>$C_{p,\text{pol}}$, $C_{p,\text{in}}$, $C_{p,g}$</td>
<td>specific heat capacity of water, inert gas and polymer</td>
</tr>
<tr>
<td>$E_a$</td>
<td>activation energy</td>
</tr>
<tr>
<td>$F_c$, $F_g$</td>
<td>flow rate of catalyst and recycle gas</td>
</tr>
<tr>
<td>$F_{\text{in}}$, $F_{M1}$, $F_{w}$</td>
<td>flow rate of inert, ethylene and cooling water</td>
</tr>
<tr>
<td>$H_{g1}$, $H_{\text{rev}}$</td>
<td>enthalpy of fresh feed stream, total gas outflow stream from reactor</td>
</tr>
<tr>
<td>$H_{g2}$</td>
<td>enthalpy of recycled gas stream to reactor</td>
</tr>
<tr>
<td>$H_{\text{pol}}$</td>
<td>enthalpy of polymer</td>
</tr>
<tr>
<td>$H_r$</td>
<td>heat liberated by polymerization reaction</td>
</tr>
<tr>
<td>$H_{\text{react}}$</td>
<td>heat of reaction</td>
</tr>
<tr>
<td>$k_{d1}$, $k_{d2}$</td>
<td>deactivation rate constant for catalyst site 1, 2</td>
</tr>
<tr>
<td>$k_{p,\text{ml}}$</td>
<td>pre-exponential factor for polymer propagation rate</td>
</tr>
<tr>
<td>$[\ln]$</td>
<td>molar concentration of inerts in the gas phase</td>
</tr>
<tr>
<td>$k_{p,\text{ml}}$</td>
<td>molar concentration of ethylene in the gas phase</td>
</tr>
<tr>
<td>$M_w$</td>
<td>mass holdup of gas stream in heat exchanger</td>
</tr>
<tr>
<td>$M_{\text{rev}}$</td>
<td>mass holdup of cooling water in heat exchanger</td>
</tr>
<tr>
<td>$M_{\text{in}}$</td>
<td>molecular weight of monomer</td>
</tr>
<tr>
<td>$P_v$</td>
<td>pressure downstream of bleed vent</td>
</tr>
<tr>
<td>$R$, $RR$</td>
<td>ideal gas constant, unit of $\text{m}^3 \cdot \text{bar} \cdot \text{mol}^{-1} \cdot \text{K}^{-1}$</td>
</tr>
<tr>
<td>$T_{\text{rev}}$, $T_{\text{feed}}$</td>
<td>reactor, reference, feed temperature</td>
</tr>
<tr>
<td>$T_{g1}$, $T_{w1}$</td>
<td>temperature of recycle gas, cooling water stream from exchanger</td>
</tr>
<tr>
<td>$T_{\text{in}}$</td>
<td>inlet cooling water temperature to heat exchanger</td>
</tr>
<tr>
<td>$U/A$</td>
<td>product of heat exchanger coefficient with area</td>
</tr>
<tr>
<td>$V_{\text{g}}$</td>
<td>volume of gas phase in the reactor</td>
</tr>
<tr>
<td>$V_{\text{p}}$</td>
<td>bleed stream valve position</td>
</tr>
<tr>
<td>$y_1$, $y_2$</td>
<td>moles of active site type 1, 2</td>
</tr>
</tbody>
</table>
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each of the three faults is different, and, thus, the fault isolability conditions are satisfied. In order to accomplish this objective, we define the following control laws

\[
F_{M1} = u_2 V_g + F_{M1ss}
\]

\[
T_{fed} = u_1 \frac{M_s C_{pr} + B_w C_{ppol}}{F_{M1 ss} + F_{Iu} C_{pln}} + T_f
\]

with

\[
u_1 = \frac{H_f - H_{fss} - H_{pol} - H_{polss} - H_{gss} + H_{g1ss}}{M_s C_{pr} + B_w C_{ppol}} + v_1
\]

\[
u_2 = \frac{R_{M1} - R_{M1ss}}{V_g} + v_2
\]

where terms with the subscript _ss_ are constants evaluated at the steady state and _v_1, _v_2 are the external inputs that will allow stabilizing the resulting closed-loop system (see Eq. 23). Under the control law of Eq. 22, the dynamics of the states _T_ and [M_1], take the following form in the closed-loop system

\[
d[M_1] = \left[ F_{M1} - \frac{[M_1]}{[M_1] + [In]} b_1 - R_{M1ss} \right] \frac{1}{V_g} + v_2
\]

\[
dT = \frac{H_f + H_{g1ss} - H_{g0} - H_{fss} - H_{polss}}{M_s C_{pr} + B_w C_{ppol}} + v_1 + d_1
\]

It can be seen that these states only depend on [In], [M_1] and _T_. The closed-loop system under the controller of Eq. 23 has a reduced incidence graph with three nodes _q_1, _q_2 and _q_3 corresponding to the three partially decoupled subsystems _X_1 = {[In], [M_1], _T_}, _X_2 = {Y_1, Y_2} and _X_3 = {T_{g1}, T_{u1}}, respectively. The resulting isolability graph for the closed-loop system is shown in Figure 14. This structure leads to each of the three faults _d_1, _d_2 and _d_3 having unique signatures _W_1 = [1 1 1]^T, _W_2 = [0 1 0]^T and _W_3 = [0 0 1]^T, and allows fault detection and isolation in the closed-loop system using the proposed data-based FDI scheme.

In open-loop operation, the system has an unstable steady-state surrounded by a stable limit-cycle as shown by [45]. In order to understand the stability properties of the entire closed-loop system, the stability of each subsystem around its equilibrium point was investigated assuming that the remaining states were at their equilibrium points. It can be seen that both of the uncontrolled subsystems _X_2 = {Y_1, Y_2} and _X_3 = {T_{g1}, T_{u1}} are stable. This implies that to obtain a stable closed-loop system, the control inputs _v_1, _v_2 have to be designed to stabilize the subsystem _X_1 = {[In], [M_1], _T_}. In the present example, two PI controllers are implemented that determine _v_1 and _v_2 to regulate each state independently. By simulation, the PI controllers have been tuned to stabilize the equilibrium of the closed-loop system and achieve a reasonable closed-loop response with regard to requested control action and response time. Note that any controller that stabilizes subsystem _X_1 can be used. The main objective is to demonstrate the proposed data-based FDI method. The PI controllers are defined as follows

\[
v_1(t) = K_1 \left( T_{ssss} - \frac{1}{\tau_1} \int_0^t (T_{ssss} - T) dt \right)
\]

\[
v_2(t) = K_2 ([M_1]_{ssss} - [M_1] + \frac{1}{\tau_2} \int_0^t ([M_1]_{ssss} - [M_1]) dt)
\]

with _K_1 = 0.005, _K_2 = 0.0075, _τ_2 = 1.000, _τ_1 = 500. We will refer to the controller defined by Eqs. 21, 22 and 24 as the “decoupling” controller. Additionally, for comparison purposes, a controller is used that stabilizes the closed-loop system, but does not take into account the isolability conditions of the proposed FDI method. Specifically, two PI controllers will be used to regulate _T_ and _M_1. This will be denoted as the “PI-only” control law. The inputs _F_{M1} and _T_{fed} are defined by Eq. 21, but in this case, _u_1 and _u_2 are evaluated by applying the PI controllers of Eq. 24, with the same tuning parameters to the states _T_ and _M_1.

The PI-only controller stabilizes the equilibrium point under normal operating conditions, however, all the states are mutually dependent, or in other words the reduced incidence graph consists of only one node. This implies that every fault affects all the state trajectories, making isolation of the fault a difficult task. The proposed FDI scheme cannot be applied because the closed-loop system does not satisfy the isolability conditions, i.e., all the system faults have the same signature.

Simulations have been carried out for several scenarios to demonstrate the effectiveness of the proposed FDI scheme in detecting and isolating the three faults _d_1, _d_2 and _d_3. In all the simulations, sensor measurement and process noise were included. The sensor measurement noise trajectory was generated using a sample time of ten seconds, and a zero-mean normal distribution with standard deviation _σ_m_. The autoregressive process noise was generated discretely as _w_k = φw_{k-1} + ξ_k_, where _k_ = 0, 1, ... is the discrete time step, with a sample time of ten seconds, _φ_ is the autoregressive coefficient, and _ξ_k_ is obtained at each sampling step using a zero-mean normal distribution with standard deviation _σ_P_. The autoregressive process noise is added to the right-hand side of the differential equations for each state and the sensor measurement noise is added to the measurements of each state. Sensor measurement noise and process noise are evaluated independently for each state variable. The process and sensor measurement noise for _Y_1 and _Y_2 are taken to be

![Figure 14. Isolability graph for the system of Eq. 19.](image)
equal. Table 5 provides the values of the noise parameters for each state of the system of Eq. 19. The same assumptions regarding the multivariate normal distribution of the measured process data under closed-loop operation for the CSTR example apply to this example. Figure 15 shows that the distribution of the state measurements over a long period of fault-free operation is approximately Gaussian.

For each failure $d_3$, two simulations have been carried out. One using the decoupling controller and another using the PI-only controller. Both simulations have been carried out using the same sensor measurement and process noise trajectories. Starting from steady-state, the three different failures with values $d_1 = 10 \text{ K}$, $d_2 = -0.002 \text{ mol/hr}$, and $d_3 = 300 \text{ K}$ were introduced at time $t = 0.5$ hr. These failures are disturbances in the dynamics of $T$, $Y$ and $T_{g1}$, and represent changes in the feed temperature, catalyst deactivation and changes in the recycle gas flow rate, respectively. Figures 16, 18 and 20 show the state trajectories of the closed-loop system under the decoupling controller (solid line), and the PI-only controller (dashed line) for each of the three possible faults. It can be seen that for the PI-only controller, each time a fault occurs, all states deviate from the normal operating region around the equilibrium point. This makes isolation a difficult task. However, the closed-loop state trajectories under the decoupling controller demonstrate that when a given fault occurs, not all state trajectories are affected. The decoupling of some states from given faults allows for the isolation of the faults based on the $T_2^2$ statistic. Specifically, the state trajectories of the closed-loop system under the decoupling controller were monitored using the $T_2^2$ statistic based on all the states of the system of Eq. 19 and the $T_2^2$ statistic corresponding to each one of the three subsystems $X_1$, $X_2$, and $X_3$. All statistics were monitored using the single-observation method ($m = 1$) with the upper control limit

Table 4. Polyethylene Reactor Example Parameters and Units

| $V_e$  | 500 | $m^3$ |
| $V_f$  | 0.5 | | |
| $P_r$  | 17  | atm   |
| $B_w$  | 7·10^4 | kg  |
| $\xi_{p0}$ | 85·10^{-3} | | |
| $E_p$  | (9000)(4.1868) | | |
| $C_{pcm}$ | (10^3)(4.1868) | | |
| $C_r$  | 7.5 | | |
| $C_{pm1}$, $C_{pm2}$ | (11)(4.1868), (6.9)(4.1868) | | |
| $C_{pm3}$ | (0.85·10^4)(4.1868) | | |
| $\xi_{i}$ | 0.0001 | s^-1 |
| $\xi_{r}$ | 0.0001 | s^-1 |
| $M_{w1}$ | 28.05·10^{-3} | kg  |
| $M_{a}$ | 3.314·10^4 | mol |
| $M_g$  | 6060.5 | mol |
| $M_Cp_r$ | (1.4·10^7)(4.1868) | J K^-1 mol^-1 |
| $H_{rec}$ | (-894.10^4)(4.1868) | J mol^-1 |
| $U/A$  | (1.14·10^4)(4.1868) | J m^-2 |
| $F_{In}$, $F_{Mt1}$, $F_g$ | 5, 190, 8500 | m^3 hr^-1 |
| $F_w$  | (3.11·10^3)(18·10^{-3}) | m^3 hr^-1 |
| $F$^*  | $\frac{X}{T_g}$ | m^3 hr^-1 |
| $T_p$, $T_{rec}$, $T_{in}$ | 360, 293, 289.56 | K  |
| $RR$  | 8.20575·10^{-3} |  |
| $R$  | 8.314 | | |
| $a_c$ | 0.548 | | |
| $\sigma_{nm}$, $\sigma_{ns}$ | 5.78·10^{-4}, 3.04·10^{-4} | | |
| $[N]$ | 439.68 | | |
| $[M]$ | 326.72 | | mol |
| $Y_{1}$, $Y_{2}$ | 3.835, 3.835 | | mol |
| $T_{g}$, $T_{g1}$, $T_{g2}$ | 356.21, 290.37, 294.36 | K |

Table 5. Polyethylene Reactor Noise Parameters

<table>
<thead>
<tr>
<th>$\sigma_p$</th>
<th>$\sigma_m$</th>
<th>$\phi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[N]$</td>
<td>1E-3</td>
<td>SE-2</td>
</tr>
<tr>
<td>$[M]$</td>
<td>1E-3</td>
<td>SE-2</td>
</tr>
<tr>
<td>$Y$</td>
<td>1E-3</td>
<td>1E-2</td>
</tr>
<tr>
<td>$T$</td>
<td>5E-3</td>
<td>SE-2</td>
</tr>
<tr>
<td>$T_{g1}$</td>
<td>5E-3</td>
<td>SE-2</td>
</tr>
<tr>
<td>$T_{g2}$</td>
<td>5E-3</td>
<td>SE-2</td>
</tr>
</tbody>
</table>

Figure 15. Polyethylene reactor example.

Distribution of normalized, fault-free operating data compared with a normal distribution of the same mean and covariance. [Color figure can be viewed in the online issue, which is available at www.interscience.wiley.com.]

Figure 16. Polyethylene reactor example.

State trajectories of the closed-loop system under decoupling (solid) and PI-only (dashed) controllers with a fault $d_2$ at $t = 0.5$ hr. [Color figure can be viewed in the online issue, which is available at www.interscience.wiley.com.]
defined in Eq. 9, and the covariance matrix \( S \), obtained from historical observations. As in the CSTR example, simulations were also run using a multiple observation test statistic (\( m = 10 \)). This method showed similar results in terms of fault detection and isolation to the ones of the single observation statistic and these results are not presented here for brevity.

Figures 17, 19 and 21 show the trajectories of \( T^2, T^2_1, T^2_2 \) and \( T^2_3 \) for each different scenario along with the corresponding upper control limits. Each failure is defined by a unique signature that can be isolated based on the monitored statistic and these results are not presented here for brevity.

Figures 17, 19 and 21 show the trajectories of \( T^2, T^2_1, T^2_2 \) and \( T^2_3 \) for each different scenario along with the corresponding upper control limits. Each failure is defined by a unique signature that can be isolated based on the monitored statistic and these results are not presented here for brevity.

Figure 17 clearly shows the fault occurring at time \( t = 0.5 \) hr, and the signature that we would expect; that is, only \( T^2_2 \) violates the upper control limit. The state trajectories of this faulty scenario of Figure 16 demonstrates that there is a failure affecting \( Y \) starting at \( t = 0.5 \) hr. The failure affects all the state trajectories under PI-only control but affects only \( Y \) for the closed-loop system under nonlinear decoupling control. Similarly, a failure in \( T_{g\text{i}} \) affects only subsystem \( X_3 \).

The state trajectories of Figure 18 shows that under PI-only control, all of the states are affected, whereas under decoupling control, only the subsystem \( X_3 = \{ T_{g\text{i}}, T_{w\text{i}} \} \) is affected. The statistics in Figure 19 show that the signature of the fault is \( [0 0 1]^T = W^3 \). The signature of fault \( d_1 \) is \( W^4 = [1 1 1]^T \), meaning that this fault affects all the states in the closed-loop system. The state trajectories and the corresponding statistics are shown in Figures 20 and 21. The

Figure 17. Polyethylene reactor example.
Statistics \( T^2, T^2_1, T^2_2 \) and \( T^2_3 \) (solid) with \( TUCL \) (dashed) of the closed-loop system under the decoupling controller with a failure in \( d_2 \) at \( t = 0.5 \) hr. [Color figure can be viewed in the online issue, which is available at www.interscience.wiley.com.]

Figure 18. Polyethylene reactor example.
State trajectories of the closed-loop system under the decoupling (solid), and PI-only (dashed) controllers with a fault \( d_3 \) at \( t = 0.5 \) hr. [Color figure can be viewed in the online issue, which is available at www.interscience.wiley.com.]

Figure 19. Polyethylene reactor example.
Statistics \( T^2, T^2_1, T^2_2 \) and \( T^2_3 \) (solid) with \( TUCL \) (dashed) of the closed-loop system under the decoupling controller with a failure in \( d_3 \) at \( t = 0.5 \) hr. [Color figure can be viewed in the online issue, which is available at www.interscience.wiley.com.]

Figure 20. Polyethylene reactor example.
State trajectories of the closed-loop system under the decoupling (solid) and PI-only (dashed) controllers with a fault \( d_3 \) at \( t = 0.5 \) hr. [Color figure can be viewed in the online issue, which is available at www.interscience.wiley.com.]
control action required under the decoupling control law is of comparable magnitude to that of the PI-only controller. Figure 22 shows the manipulated input trajectories for both controllers in the scenario with fault $d_2$ occurring.

**Remark 10:** Although the method of determining faults by monitoring $T^2_i$ values was used in this example, other FDI methods could benefit from the fact that the enforced structure separates regions of faulty operation. In the case where the desired structure is only partially achieved due to plant-model mismatch or other uncertainties, it may be necessary to utilize more sophisticated methods of fault detection and isolation (e.g., contribution plots or clustering). It should be noted that even an incomplete decoupling will benefit many of these methods as the regions of faulty operation are still at least partially separated.

**Conclusions**

This work has proposed a method for integrating the design of the feedback control law with the fault detection and isolation scheme. This approach strengthens existing FDI techniques by enforcing an appropriate structure on the closed-loop system that may separate regions of faulty operation in the state space, such that fault isolation may become possible. This was illustrated through two chemical process examples, a CSTR and a polyethylene reactor. By carefully designing the feedback controller, it was demonstrated that it is possible to enhance the isolability of particular faults. In the CSTR example, feedback linearization was used to achieve the required closed-loop system structure in order to perform fault detection and isolation, whereas in the polyethylene reactor example, a more general approach to nonlinear controller design was used in meeting the required conditions for isolability. Additionally, it was demonstrated that using a data-based method of monitoring the $T^2_i$ values of the resulting subsystems, it was possible to isolate certain faults due to the enforced closed-loop system structure.

**Figure 22. Polyethylene reactor example.**

Manipulated input profiles for both decoupling (solid) and PI-only (dashed) control with a fault in $d_2$ at $t = 0.5$ hr. [Color figure can be viewed in the online issue, which is available at www.interscience.wiley.com.]
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