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Abstract

In this paper, a novel algorithm based on sparse identification, subsampling and co-teaching is developed to mitigate the problems of highly noisy data from sensor measurements in modeling of nonlinear systems. Specifically, sparse identification is combined with subsampling, a method where a fraction of the data set is randomly sampled and used for model identification, as well as co-teaching, a method that mixes noise-free data from first-principles simulations with the noisy measurements to provide a mixed data set that is less corrupted with noise for model training. The proposed method is bench-marked against sparse identification without subsampling as well as subsampling but without co-teaching using two examples, a predator-prey system and a chemical process, both of which are modeled as nonlinear systems of ordinary differential equations. It was shown that the proposed method yields better models in terms of prediction accuracy in the presence of high noise levels.

1. Introduction

Historically, a key focus of research in the fields of science and engineering has been the discovery of physical laws in the form of governing equations. In recent years, however, the focus has shifted to data-driven discovery of these laws. These fundamental laws are often in the form of dynamical models i.e., ordinary differential equations (ODE) or partial differential equations (PDE) in time. Examples include the Maxwell equations from electromagnetism, Boltzmann equation from thermodynamics, Navier-Stokes equations from momentum transfer, Black-Scholes equation from finance, and predator-prey equations from biology (Zhang and Lin, 2018). In other words, the laws are discovered as time-series predictive models, which are a necessary building block in many engineering applications, from predictive maintenance in industrial engineering to advanced control systems such as model predictive control (MPC) that are widely found in chemical process systems. MPC requires a dynamical model to predict the states and/or outputs of the process over a prediction horizon. As a result, considerable work on data-driven modeling can be found in the context of MPC (Abdullah et al., 2021a; 2021b; Aggelogiannaki and Sarimveis, 2008; Al Seyab and Cao, 2008; Aumi et al., 2013; Chaffart and Ricardo-Sandoval, 2018; Garg and Mhaskar, 2018; Xie et al., 2015; Zeng et al., 2010; Wu et al., 2021a; 2021b). Some of the data-driven system identification methods developed and investigated in the recent literature include singular value decomposition (Moore, 1986), Numerical algorithms for Subspace State Space System Identification (N4SID) (Van Overschee and De Moor, 1994), and auto-regressive models with exogenous inputs (ARX/ARARX) (Huusom et al., 2012; Menezes and Barreto, 2008; Siegelmann et al., 1997). Due to the exponential increase in computational power over the past decade, machine learning methods, a subset of data-driven modeling methods, have produced remarkable results when utilized to their fullest extents due to their ability to capture complex, interacting nonlinearities by tuning numerous hyper-parameters (Ali et al., 2015; Kosmatopoulos et al., 1995; Trischler and D’Eleuterio, 2016; Wong et al., 2018). Machine learning methods are a broad class of data-driven modeling methods including linear regression, support vector machines, deep neural networks, sparse identification, etc. (Brunton et al., 2016). The primary method investigated and improved in this article is sparse identification. While sparse identification has already been developed in many facets (Mangan et al., 2016a; Dam et al., 2017; Schaeffer et al., 2018; Tran and Ward, 2017; Kaiser et al., 2018; Mangan et al., 2019; Boninsegna et al., 2018; Schaeffer et al., 2020; Loiseau and Brunton, 2018; Zhang and Schaeffer, 2019), the aspect of noisy data remains largely a challenge for the method.
Since machine learning methods have mostly been developed in the domain of computer science, they often either assume the availability of high-fidelity data or use the term "noisy data" to refer to mislabels in classification problems rather than numerical inaccuracies in regression problems (Han et al., 2018). Hence, the reported accuracy and success of these methods stem from application of the algorithms to standard, clean data sets. However, in the field of engineering, particularly chemical engineering, the availability of noise-free data remains a challenge. Most engineering systems contain at least sensor and measurement noise, if not disturbances. Consequently, when machine learning methods are applied to noisy data from process engineering systems, the results may be unexpectedly inferior. To mitigate the subpar performance of traditional system identification methods when using noisy data, a significant amount of effort surfaces when the recent literature is reviewed. Examples include the extension of the ARX and ARARX methods to input/output data with additive white noise (Diversi et al., 2010), estimation of the noise term using methods involving principal component analysis (Wu et al., 2015), applying subspace identification methods to closed-loop operation data (Juricek et al., 1998), and the Kalman filter for linear dynamical systems with Gaussian white noise (Patwardhan et al., 2012; Yeo and Melnyk, 2019). For nonlinear systems, methods investigated in the literature include the extended Kalman filter and moving horizon estimation (Patwardhan et al., 2012). However, the methods described incorporate numerous assumptions regarding the structure of the system and noise distribution, limiting their applicability to industry (Patwardhan et al., 2012). As a result, the field of data-driven process modeling for dynamical systems using noisy sensor data requires further innovation and improvement to be implemented in practice.

Although the initial paper, Brunton et al. (2016) remarked that the total-variation regularized derivative is robust to noise, a deeper investigation into the levels of noise as well as the data generation and sampling details reveals that the claim cannot be broadened to every case, or even many practical cases. Under high levels of noise, the calculation of the model parameters in sparse identification suffers greatly. This is due to the dynamics possibly being sparse only in a non-orthonormal basis, such as monomials, or due to the sampling of the variables following the system dynamics instead of being random or experimentally designed, which can lead to ill-conditioning measurement data matrices (Hadjigol and Doostan, 2018). Due to these two issues in the measurement data matrix, the matrix may generally violate the incoherence property (Bruckstein et al., 2009; Doostan and Owhadi, 2011; Hampton and Doostan, 2015b) or the restricted isometry property (Candès, 2008; Rauhut and Ward, 2012; Peng et al., 2016) in the underdetermined problem, or not satisfy the incoherence property (Cohen et al., 2013; Hampton and Doostan, 2015a) in the overdetermined problem. Therefore, a number of investigations have been carried out to explicitly detail the impact of noise on sparse identification, and several extensions have been proposed to the original sparse identification algorithm to account for noise and other practical concerns. In Nguyen et al. (2020), the issues of both noise and irregularly sampled data are addressed by using an assimilation step with an autoencoder or ensemble Kalman filter before the model-identification step to use recovered states in the identification step. Partially available data and noise have also been investigated in Didonna et al. (2019), although the noise levels considered are relatively low with a signal-to-noise ratio (SNR) of 22.33. In de Silva et al. (2020), the discrepancy between the true governing equations and the sparse-identified models due to noise is addressed by exploiting group sparsity, where partial knowledge of the underlying physics is used to group terms together and ensure all or none of the terms appear in the model. de Silva et al. (2020) used a smoothed finite-difference approach using the Savitzky-Golay filter, as will be used in this paper, and deeply studied the effect of most of the parameters and possible variables in the derivative estimation step. de Silva et al. (2020) provides the highest level of detail regarding the numerical differentiation procedure used in this paper. In summary, it was shown that smoothing the data generally improves performance, changing the type of finite-difference or smoothing weakly affect the results at sufficiently high noise levels, and that the default window used in the filter is appropriate for highly noisy data. These results further demonstrate the necessity to develop novel methods to extend sparse identification to the case of highly noisy data. Quade et al. (2018) proves that when sparse identification is used to update an existing model in real-time by using only new data as it becomes available, the algorithm is less susceptible to noise than re-identifying a new model. The focus of Quade et al. (2018) was on real-time model updates, which are highly applicable to many practical problems. Hence, the first and perhaps most important step of identifying a model from the bulk of the raw data collected did not include any noise. Hence, the derivative estimation was carried out using a simple first-order forward finite-difference routine, which causes no significant inaccuracies or even numerical instabilities. However, the effect of noise was studied in the sense that noise was added to the new data as it becomes available, which were used to update the model in real-time. However, as shown in their results, the amount of new data collected to update a model is much less than the amount of total data used to initially identify an accurate model. Furthermore, in this step, the noise was added directly to the derivative rather than using the forward finite-difference scheme used in the main data set. Due to these two factors, it is ambiguous what the effect of the new noisy data would be if a finite-difference method was used to compute the derivatives, or if the original data itself was corrupted with noise. Leylaz et al. (2021) uses an “algebraic operation”, specifically Laplace transforms and inverse Laplace transforms, to reformulate the ODE model using integral terms, which mitigates noise in successive operations. In Lin et al. (2021), the computation of the second derivative in mass-spring systems is avoided by using the Duhamel’s integral, while further de-noising is proposed by means of the RKHS (Reproducing Kernel Hilbert Space)-based non-parametric de-noise method. Sparse identification has also been assisted by the manifold boundary approximation method in Sarić et al. (2021) to extend it to power systems, which involve differential algebraic equations (DAE), stiff ODEs, and low measurement noise. Although the application was to PDEs rather than ODEs, Schaeffer (2017) studied a large number of example systems using sparse identification and employed spectral methods/filtering (Hesthaven et al., 2007) to estimate the derivatives.

To deal with implicit ODEs as well as noise, sparse identification was extended in Mangan et al. (2016b). However, the method suffered from an explosive increase in the sensitivity to noise. This was subsequently addressed and improved in Kaheman et al. (2020) via parallel processing and multiple optimization algorithms, making the new method, SINDy-Pl, orders of magnitude more robust to noise than before. However, from the case studies in Kaheman et al. (2020), the improved method still failed at noise levels above variances of 10^{-4}, which is very low for practical purposes. Furthermore, as the method is implicit, the derivative terms and their interactions must all be included in the function library for this method, which can greatly expand the function space. Hence, even more caution is required in building the library when using SINDy-Pl. While the increase in computational expense is offset by parallel processing, the additional infrastructure required for parallelization might not be available in many applications.
Two papers, Cortiella et al. (2021) and Zhang and Lin (2021), have pioneered the application of sparse identification to noisy data. In the first, Cortiella et al. (2021) modified the original \( L_1 \)-regularized sequential least squares algorithm from Brunton et al. (2016) by instead using a reweighted \( L_1 \)-regularized sequential least squares algorithm for the optimization and the second-order Tikhonov regularization for the derivative approximation. The regularization parameter was determined using a Pareto curve. The other paper, Zhang and Lin (2021), proposed a subsampling-based threshold sparse Bayesian regression or SubTSBR, where a fraction of the entire data set is randomly subsampled a number of times and the best model selected using a model-selection criterion.

In all of the papers mentioned above, with the exception of two, the derivatives were calculated either using the ODE in the data generation step with noise subsequently added to it, or the derivatives were estimated using numerical methods from the exact data generated and noise was added to both the data and computed derivatives afterwards. The only exceptions were Schaeffer (2017) and Cortiella et al. (2021). In Schaeffer (2017), except the final example, the remaining examples were also carried out with noise being added directly to the derivatives rather than the data sets themselves. However, in the final example, it was noted that the underlying assumption of such an estimation methodology is that the derivatives themselves are more corrupted by the noise than the original data, which restricted the scope of application of the method. Therefore, attempting to identify the governing PDEs with only noisy data and estimating derivatives from the data was attempted. It was demonstrated that, even with pre-smoothing and spectral filtering, the method worked until a noise level of 50% and failed at 100%, the latter of which is the low level of noise considered in this work. In Cortiella et al. (2021), despite using Tikhonov regularization and reweighted \( L_1 \)-regularized sequential least squares, the authors showed that the errors in both the derivative approximation and the solution increase rapidly in orders of magnitude when the noise level increases beyond \( \sigma = 10^{-2} \), which is also very small for all practical purposes. Moreover, their main results for all their studies are based on data with a SNR of approximately 60. Furthermore, all the papers considered only zero-mean Gaussian white noise. To the best of our knowledge, in the context of sparse identification, the direct impact of noisy industrial data on the derivative computation as well as non-Gaussian noise have not been studied in detail. The method used to approximate the derivatives, as well as the optimizer that is used with the derivative approximator are crucial hyperparameters that require in-depth analysis as will be seen in Section 4.

Beyond the domain of sparse identification, another recent method to prevent overfitting in the presence of high noise in measured data that has received significant attention, developed primarily in the context of neural networks, is co-teaching, where noise-free data from first-principles simulations is used to assist the training process (Wu et al., 2021a; 2021b). The method proposed in this work combines both subsampling (Zhang and Lin, 2021) and co-teaching (Wu et al., 2021a; 2021b) with sparse identification to deal with even higher levels of noise than was previously possible to handle.

The rest of this manuscript is organized as follows: in Section 2, the class of nonlinear systems considered and the basic methods combined for the implementation of the proposed novel method are reviewed in brief. In Section 3, the novel method combining sparse identification with subsampling and co-teaching is introduced and described in detail. In Section 4, the proposed method is applied to a predator-prey example and a chemical reactor example to demonstrate its effectiveness, and the conclusions are summarized in Section 5.

2. Preliminaries

2.1. Class of systems

The class of continuous-time nonlinear systems considered in this work can be written in the form,

\[
\dot{x}(t) = f(x(t)), \quad x(t_0) = x_0 \tag{1a}
\]

\[
y = x + w \tag{1b}
\]

where \( x \in \mathbb{R}^n \) is the state vector, \( y \in \mathbb{R}^n \) is the vector of sampled measurements of the states, \( w \in \mathbb{R}^n \) is the sensor noise, and the unknown vector function \( f(\cdot) \) is the process model representing the inherent physical laws constraining the system. Without loss of generality, the initial time \( t_0 \) is taken to be 0 throughout the article.

2.2. Sparse identification

Sparse identification is a relatively new method for identifying nonlinear systems based on data. It has been effectively deployed on a wide range of engineering systems of relevance (Wang et al., 2011; Schaeffer et al., 2013; Ozolinš et al., 2013; Mackey et al., 2014; Brunton et al., 2014; Proctor et al., 2014; Bai et al., 2015). Provided with only sensor measurements from a system of the form of Eq. (1), sparse identification aims to reconstruct the system as a first-order differential equation of the form,

\[
\hat{x} = \hat{f}(\hat{x}) \tag{2}
\]

where \( \hat{x} \in \mathbb{R}^n \) is the vector of state of the sparse-identified model \( \hat{f}(\cdot) \). The central idea of sparse identification is to consider many possible nonlinear terms for the right-hand side of Eq. (2), \( \hat{f} \), and subsequently identify the few active terms in \( \hat{f} \). This apparent simplification stems from the fact that physical systems in practice only contain a small number of nonzero terms when considering a large set of terms i.e., candidate basis functions. Hence, the space of all nonlinear basis functions considered is sparse, and efficient algorithms may be used to compute the pre-multiplying coefficients. To carry out sparse identification we first sample and collect a set of measurements of the states \( x_1, x_2, \ldots, x_n \) at times \( t_1, t_2, \ldots, t_m \) from open-loop simulations and concatenate them into the data matrix \( X \),

\[
X = \begin{bmatrix}
X_1(t_1) & X_2(t_1) & \cdots & X_n(t_1) \\
X_1(t_2) & X_2(t_2) & \cdots & X_n(t_2) \\
\vdots & \vdots & \ddots & \vdots \\
X_1(t_m) & X_2(t_m) & \cdots & X_n(t_m)
\end{bmatrix} \tag{3}
\]

where \( X_i(t_j) \) denotes the measurement of state \( i \) at the \( j \)-th sampling time with \( i = 1, \ldots, n \) and \( j = 1, \ldots, m \). The time-derivative of \( X \) is represented by \( \dot{X} \) and is a required quantity in the sparse identification procedure. However, in the presence of measurement noise, the estimation of the derivative is a challenge. Although some methods to robustly approximate the derivative are detailed in Brunton et al. (2016), particularly the total-variation regularized derivative from Rudin et al. (1992); Chartrand (2011), the results in this paper disagree in terms of its robustness and show that a smoothed finite difference can often yield better results. After acquiring \( X \) and \( \dot{X} \), we build a function library, \( \Theta(X) \), containing \( p \) candidate nonlinear functions of \( X \) corresponding to the \( p \) basis functions that may be active or inactive in the right-hand side of the ODE, \( \hat{f} \). The sparse identification technique leverages sparsity to identify the active terms in this library, \( \Theta \). The augmented library, \( \Theta(X) \), is optimized like a hyperparameter in this paper. Specifically, it is constructed using either only monomials up to
third-order including interaction terms or a combination of monomials, their interactions, and the four common trigonometric functions: $\sin, \cos, \tan$, and $\tanh$. Hence, the latter library containing all possible terms is of the form,

$$
\Theta(X) = \left[ \begin{array}{cccc}
1 & X & X^2 & X^3 \\
X & \sin X & \cos X & \tan X & \tanh X
\end{array} \right]
$$

(4)

In Eq. (4), $X^5$ represents all quadratic nonlinearities:

$$
X^0 = \begin{bmatrix} x_1^2 & x_1x_2 & \cdots & x_1x_m & x_2^2 & x_2x_3 & \cdots & x_2x_m & \cdots & x_m^2 \end{bmatrix}
$$

(5)

The aforementioned choice of candidate basis functions is rooted in the observation that polynomials and trigonometric functions can be found in the natural laws governing many known physical systems (Brunton et al., 2016).

The objective of the sparse identification algorithm is to find the $p$ coefficients that pre-multiply the $p$ nonlinear basis functions considered in $\Theta(X)$ for each state $x_i$. Each $x_i$ is associated with a corresponding sparse vector of coefficients, $\xi_i \in \mathbb{R}^p$, that characterize the nonzero terms in the respective ODE, $x_i = f_i(x)$. Hence, $n$ such coefficient vectors must be computed. In matrix notation, the quantity to be found is

$$
\Xi = \begin{bmatrix} \xi_1 & \xi_2 & \cdots & \xi_n \end{bmatrix}
$$

(6)

Therefore, to determine the matrix $\Xi$, the following equation needs to be solved:

$$
\hat{X} = \Theta(X) \Xi
$$

(7)

Equation (7) is solved using sequential least-squares by zeroing all coefficients in $\Xi$ that are smaller than a threshold $\lambda$, known as the sparsification knob, and repeatedly solving the resulting equation with zeroed terms until the non-zero coefficients converge. Due to the sparse structure of $\Xi$, convergence of the iterative step is rapid. Once $\Xi$ is calculated, the overall model can be written as the continuous-time differential equation,

$$
\dot{x} = \Xi^T(\Theta(x^T))
$$

where $\Theta(x^T)$ is a column vector of symbolic functions of $x$ from the function library, and $x^T$ denotes the transpose of $x$.

2.3. Subsampling

Subsampling is a statistical technique where a subset of the entire data set is randomly selected for analysis instead of the entire data set. While the method is typically employed to estimate statistical metrics (Efron and Stein, 1981) or speed up an algorithm (Rudy et al., 2017), the objective of subsampling in this paper is to increase the modeling accuracy in the presence of high levels of sensor noise. Specifically, in regression, when the number of data points, $m$, is more than the number of unknown weights, as is the case in most practical problems, the regression might be carried out with only a subset of the entire data set to estimate the regression parameters. This may be considered because a fraction of the data points are corrupted by high noise levels or are outliers. Traditional regression methods like least squares use the entire data set by making the smoothing assumption, which states that the larger proportion of low-noise or “good” values will sufficiently smooth out any large noise in the data set. However, in practice, this assumption may not hold in the presence of either very high noise or consistently high noise throughout the data set as the fraction of “good” data points is inadequate to compensate the noise in these cases. The idea behind subsampling is to mitigate the problem of data points with large noise by randomly subsampling to eliminate them before carrying out the regression or model identification step.

2.4. Co-teaching

Co-teaching is a technique that improves the accuracy of a machine learning method by utilizing noise-free data sets from first-principles models and simulations of a physical process. Co-teaching originated in the field of classification problems, particularly image classification, where neural networks are abundantly used to classify images into user-defined categories. However, a fraction of the images can be misclassified, which drastically reduces the data quality and, consequently, neural network accuracy if used without accounting for the mislabeled data samples. Such mislabels are termed “noisy labels” in machine learning.

Although the co-teaching method has primarily been developed in the context of classification problems and deep neural networks, there is nascent research into extending this method to regression problems using long short-term memory (LSTM) networks (Wu et al., 2021a; 2021b). Specifically, in Wu et al. (2021b), co-teaching was compared to a Monte-Carlo dropout LSTM network, which is an advanced form of the standard dropout neural network where weights are randomly omitted during the training process to improve generalization and minimize overfitting. Dropout layers may be considered as a regularization term in the context of neural networks. Carrying out regression on a subsampled fraction of a data set repeatedly is analogous to a standard dropout neural network where the omission of the weights occurs only in the training and not the testing phase. In contrast to dropout neural networks and subsampling, the key proposition of co-teaching is that the loss function value is significantly lower for noise-free data as compared to noisy data. Therefore, mixing any proportion of noise-free data with measured noisy data can guide the model training process to be more robust to noise and overfitting. This assertion was proven in Wu et al. (2021b), where the co-teaching LSTM outperformed even the Monte-Carlo dropout LSTM in terms of lower open-loop mean-square error as well as computational time (without parallel processing in either case).

3. Subsampling-based sparse identification with co-teaching

In this paper, the original sparse identification method is improved by combining it with subsampling and co-teaching as described in Section 2. The proposed method, Sparse Identification with Subsampling and Co-teaching (SISC), aims to mitigate the problem of highly noisy measurement data. When the measured data is either too noisy or consistently noisy, subsampling alone may not be sufficient as it will merely randomly choose the least noisy data in the subsamples, which can still be heavily corrupted by noise in this case, or a very large number of subsamples may be required to successfully isolate a relatively low-noise subsample, which can lead to an excessive computational expense. Therefore, in this paper, we also add noise-free data into each subsample to further improve the identification procedure.

In SISC (Algorithm 1), a subset of the total data set is randomly selected and mixed with noise-free data from first-principles simulations. The mixed data subset is used to estimate the model parameters. The resulting model is then evaluated using a model-selection criterion. After repeating the above steps for each subsample, the best model is selected to be the model with the lowest value of the model-selection criterion. Specifically, the algorithm is initiated with three user-defined parameters: the subsampling fraction $p \in (0, 1)$, the noise-free subsampling fraction $\epsilon \in (0, 1)$, and the number of times $L \geq 1$ to subsample and identify a model. For each of the $L$ subsamples, a fraction containing $p \times m$ randomly selected data points from the original data set is mixed with $\epsilon \times m$ randomly selected data points from the noise-free data set. The resulting data submatrix for subsample $i$, where $i = 1, 2, \ldots, L$, is of
Algorithm 1: Sparse Identification with Subsampling and Co-teaching (SISC).

**Input:** \( X, \Theta, p, q, L \)

**Output:** \( \hat{X} \)

1. compute exact \( \hat{X} \) of noise-free data using first-principles ODE model;
2. compute estimate of \( \hat{X} \) of noisy data using SFD or TVRD;
3. for \( i \leftarrow 1 \) to \( L \)
   1. randomly sample \( p \) fraction of industrial (noisy) data and its estimated derivative;
   2. randomly sample \( q \) fraction of first-principles simulation (noisy-free) data and its exact derivative;
   3. mix and concatenate the data into \( X_i \) and \( \hat{X}_i \);
   4. calculate function library \( \Theta(X_i) \) using only polynomial functions or a combination of polynomial and trigonometric functions;
   5. solve \( \hat{X}_i = \Theta(X_i)Z_i \) using STLSQ or SR3 with different values of \( \lambda \) to get \( Z_i \);
   6. with calculated \( Z_i \), integrate ODE and compute AIC;
4. end

Let final \( R = \arg \min_i \{ \text{AIC}_i \} \);

Let \( Z = \arg \min_\theta \{ \text{AIC}_i \} \).

the form

\[
X_i = \begin{bmatrix}
  x_1(t_1) & x_2(t_1) & \cdots & x_n(t_1) \\
  x_1(t_2) & x_2(t_2) & \cdots & x_n(t_2) \\
  \vdots & \vdots & \ddots & \vdots \\
  x_1(t_{p,q,m}) & x_2(t_{p,q,m}) & \cdots & x_n(t_{p,q,m})
\end{bmatrix}
\]

(8)

The equation to be solved for each subsample is, instead of Eq. (7),

\[
\dot{X}_i = \Theta(X_i)Z_i
\]

(9)

where \( Z_i \) is the coefficient matrix that needs to be computed. Each computed \( Z_i \) yields an ODE model,

\[
\hat{x} = \dot{Z}_i (\Theta(x))^{\top}
\]

(10)

which is simulated and evaluated using the model-selection criterion against a portion of the data that is reserved for validation. In this work, the Akaike Information Criterion (AIC) is used as the model-selection criterion since it is calculated using not only the mean-squared error (MSE) but also the number of terms in the model, promoting sparsity by penalizing models with a higher number of terms. The AIC is defined in Mangan et al. (2017) as

\[
\text{MSE} = \frac{1}{m} \sum_{i=1}^{m} (x(t_i) - \hat{x}(t_i))^2
\]

(11)

\[
\text{AIC} = m \log \text{MSE} + 2L_0
\]

(12)

where \( L_0 \) is the 0-th norm, which is equal to the number of non-zero terms in the sparse-identified model.

The hyperparameters to be tuned in the algorithm include the function library to be constructed, the method chosen to compute the derivative from noisy data, the optimizer, and the value of the sparsification knob \( \lambda \). The function library contains either only polynomial functions or both polynomial and trigonometric functions. The derivatives are approximated using either the total variation regularization derivative (TVRD) or smoothed finite-difference (SFD) after presmoothing with the Savitzky-Golay filter. The optimization is carried out using sequential thresholded least squares (STLSQ) or SR3, which is an enhancement of the least absolute shrinkage and selection operator (LASSO) (Zheng et al., 2019). To find a suitable value of \( \lambda \), values of 0.1, 0.2, and 0.3 were tested. A detailed justification for the choices of \( \lambda \) is given in Section 4.2.1. Once all the hyperparameters have been tuned, a model is selected based on the AIC value of the validation set. Finally, out of the \( L \) models obtained from \( L \) subsamples after tuning all hyperparameters, the sparse-identified model with the lowest value of the AIC is taken to be the optimal model. The flow of the data through the algorithm is depicted in Fig. 1.

Remark 1. Both of the derivative approximation algorithms utilize certain parameters that may be tuned as well. For the Savitzky-Golay filter in SFD, the default values of a window length of 11 and cubic polynomials for curve-fitting were retained as they were satisfactory. For the TVRD, the regularization term was set to 0.001 instead of the default 0.01 and the maximum number of iterations with increased to 1000 to ensure convergence. Further tuning was infeasible due to the large number of hyperparameters to be trained in the main algorithm.

Remark 2. It is noted that, due to the issues of noise and sparse identification, some works have attempted to find alternatives to explanatory dynamical modeling instead. Such methods include black-box modeling using Runge-Kutta time-steppers embedding neural networks to account for nonlinearities (Fablet et al., 2018; González-García et al., 1998; Raissi et al., 2018; Rudy et al., 2019). It is noted that these papers propose alternative methods to nonlinear dynamical modeling rather than developing sparse identification further. Consequently, their techniques of dealing with noisy data as well as the results obtained in this context cannot be directly inferred to sparse identification, where noisy data directly and heavily affects the derivative estimation. For example, in Raissi et al. (2018), neural network function approximators are used in combination with classical linear multi-step time-stepping schemes (such as Runge-Kutta) to identify the nonlinear dynamic constraints in the right-hand-side of an ODE model, similar to the problem to be solved in sparse identification. However, when the effect of specifically the noise on the results is analyzed, the pattern is initially unexpected. As the noise level in the input data is increased, the results become more accurate and then less accurate. This was explained by neural networks, in particular, benefiting from small noise levels in the input, which work as regularization. At even higher noise levels, however, the results deteriorate due to the model not being able to disambiguate the noisy dynamics from the ground truth. Clearly, this is not the case for sparse identification and most system identification methods, where overfittering is not a common issue to the extent that data needs to be intentionally corrupted with noise to increase a model’s generalization capabilities. Rudy et al. (2019) presents a similar but slightly more advanced work, where the data is decomposed into separate true dynamics and noisy dynamics, each of which are separately modeled and predicted when forecasting. The modeling is similar to Raissi et al. (2018) in terms of combining neural networks with time-stepping schemes, although constraints are added, making the overall problem more complex. The effect of noise and general pitfalls of neural networks are discussed near the end of their work, where, for example, the point is made that a neural network is, at its core, an interpolation technique. Hence, their proposed methods work best with systems where the dynamics evolve on an attractor, especially if it can be sampled with a small sampling time. The generated models also predict the trajectories to remain on the attractor for long simulation durations. If their method is used to integrate from new initial conditions or further from the attractor, the models may be insufficient. This is particularly important in the context of control, where they suggest collecting dynamic, transient data further from the attractor as perturbations and actuators must be considered. Schaeffer and McCalla (2017) reformulates the ODE model using integral terms, which can be approximated using piecewise con-
that entropic regression (AlMomani et al., 2020). We remark that these methods may be used instead of or in combination with our method.

Remark 3. While the focus of this work is the modeling of nonlinear dynamical systems, the ultimate objective is to incorporate the developed models in model predictive control (MPC) as the process model, which will be explored in a future work. Real-time optimization has been studied in several recent papers. Zhang et al. (2019) incorporated feedforward neural networks and first-principles process models into real-time optimization RTO and MPC. In the event of an increase in energy prices or in the presence of a large error in the feed concentration, it was shown that the performance of the controller with RTO outperforms the one without RTO. In Wu et al. (2020), a recurrent neural network (RNN) was used as the process model for a Lyapunov-based model predictive controller (LMPC) and a Lyapunov-based economic model predictive controller (LMPC). The RNN model was updated in real-time based on event-triggers and/or error-triggers, which improved closed-loop performance in terms of stability, optimality, and smoothness of control actions. Hence, the extension of our proposed modeling approach to include both real-time optimization and model predictive control can be investigated in a future work after first extending it to solely model predictive control.

Remark 4. The proposed method is applicable to any dynamic system where data is obtained as time-series measurements. This includes most chemical processes and plant data. The method would not be directly applicable to data that are in other formats and structures such as images. An example is the sequence of moving digits from the Modified National Institute of Standards and Technology (MNIST) database, also known as the moving MNIST data set, where digits are moving. However, such data sets are mostly relevant in other disciplines of engineering and computer science rather than chemical engineering.
4. Applications

In this work, the effect of Gaussian white noise \( w \sim \mathcal{N}(0, \sigma^2) \) in the sensor measurement \( y \) in Eq. (1) is analyzed. Specifically, the predictive ability of the model developed using SISC is benchmarked against the original sparse identification (SI) method as well as sparse identification with subsampling without co-teaching (SIS). First, the details of the demonstration procedure are outlined. Subsequently, the two examples, a predator-prey system and a chemical reactor example, are individually studied.

4.1. Data generation, sampling, and noise generation

The data generation procedure for both examples consists of first integrating the corresponding system of ODEs using 50 different initial conditions over a wide range of values to maximize coverage of the operating region of interest. The integration is carried out using the explicit Euler method with an integration step of \( h = 10^{-4} \), while the sampling time \( \Delta \) varies between the examples. This yields the noise-free or clean data set.

For both examples, four levels of noise are considered in this study. Noise levels 1 (very low), 2 (low), 3 (medium), and 4 (high) refer to white Gaussian noise with standard deviations \( \sigma_1 = 0.02, \sigma_2 = 0.1, \sigma_3 = 0.2 \) and \( \sigma_4 = 0.3 \), respectively. For each level, white Gaussian noise is generated and amplified as necessary to account for any disparate scales of variables, and then added to the clean data set to generate the noisy data set.

Once the 50 different state trajectories are obtained from the open-loop simulations described above, the data set is split into 60% training, 20% validation, and 20% testing data, respectively. The train-validation-test split of 80–20–20 is highly subjective, and many variations exist. Other common choices include 50–25–25, 70–15–15, and 80–10–10. There is no “right ratio” and trade-offs exist. If the training proportion is increased, the model is able to use more data and possibly generalize better. A larger validation set provides greater confidence in the model selection process, while a larger test set produces a better assessment of the ability of the model to generalize to new, unseen data. The 4 combinations suggested above attempt to balance these three objectives. However, as mentioned, these are not rigid rules and should be adjusted as required. For example, if data is scarce due to expensive experimental trials required to collect data, as is the case in several chemical processes, the smaller data set may warrant a larger training set to maximize the model performance. In this scenario, the validation data set can be reduced and a k-fold cross-validation technique may be used instead of information criteria. In fact, due to the lower number of data, the most expensive yet accurate validation technique, leave-one-out-cross-validation (LOOCV) can be used even though it is rarely used in practice for larger data sets due to the computational expense. For this scenario, an 80–10–10 scheme may be preferable. If the data set is extremely large, however, the preferred scheme may be 50–25–25 since there is sufficient data for training even with only 50% of the data being used. Moreover, as the training process is likely to be the most computationally expensive step, a smaller data set for training may also produce models faster. This strategy is common in training neural networks, where “minibatches” are used rather than the entire training data set.

For the base case with no subsampling, the entire training set is used for sparse identification to generate a single model following hyperparameters tuning. For both subsampling methods, the number of subsamples \( L \) is taken to be 5 in order to keep the computational burden reasonable. Furthermore, the total subsampling fraction, which is equal to \( p \) for the SIS case and \( p+q \) for the SISC case, remains the same for both the SIS and SISC cases when compared. This is to ensure that both methods use the same total number of data points for training but only differ in the nature of the subsample used. The total subsampling fraction is assigned with the values of 0.2, 0.4, 0.6, and 0.8. The \( p : q \) ratio is taken to be 4:1 throughout this paper as the goal is to demonstrate that only a small fraction of noise-free data is sufficient to improve the performance when the SI and SIS methods fail. For example, a total subsampling fraction of 0.2 indicates \( p = 2 \) for SIS and \( p = 0.16, q = 0.04 \) for SISC. Hence, for the SIS case, 20% of the training data set will be subsampled \( L = 5 \) times and a sparse-identified model will be trained for each subsample. For the SISC case, each of \( L = 5 \) times, 16% of the noisy training data set will be subsampled and then mixed with 4% of the noise-free training data set to yield a subsample that contains the same number of data points as the SIS method. Once the subsamples are extracted, a model is identified with sparse identification for each by tuning the hyperparameters and the best model based on the AIC is isolated.

Remark 5. The sampling time in the data generation step greatly affects the results of any model identification method because information is inevitably lost in the sampling step. A smaller sampling time will generally yield better results due to the more accurate derivative computations and a more comprehensive history of the trajectory of the state over the simulation duration. However, a very small sampling time such as 10−4 or 10−6 may be infeasible in practice. Hence, even if such a sampling time produces extremely accurate models, the variables, especially in a chemical process, can rarely be measured with such short sampling periods between each measurement. Hence, the values of the sampling period in this paper are of the order of 10−2, which balances practicality with accuracy. This constitutes another limitation of Past studies that primarily focus on high-fidelity data with impractically small sampling times to identify models with a very high accuracy that may not be immediately transferable to process engineering.

Remark 6. Apart from the sampling time and range of initial conditions chosen, the amount of data generated is also dependent on the simulation duration \( t_f \). In case of a system with a steady-state solution, the simulation duration should be long enough for the system to reach the steady-state, ensuring that the same steady-state is reached for every initial condition. However, once the steady-state is reached, continuing the simulation for much longer is redundant as there are no new dynamics to be captured. Instead, focus can be shifted to regions of the trajectories with higher information density such as those with higher gradients and faster dynamics. For example, in the case of multiscale systems, Champion et al. (2019) suggests burst sampling—a sampling technique where the sampling time is as short as possible in the region of change of the fast subsystem before it converges to a slow manifold, and is much larger for the rest of the simulation duration since the dynamics of the slow subsystem can be captured with significantly fewer data points. Advanced sampling techniques such as burst sampling reduce the amount of data storage as well as computational burden and must be considered when generating data from simulations instead of following a simple, iterative procedure for data collection.

Remark 7. It is difficult to quantify the amount of data collection required to obtain an accurate model in a general manner that is applicable to all systems. However, when investigating the data structure required and attempting to train models for various patterns of generated data, it was observed from extensive simulations and trials that the dynamics covered over the duration of the simulation were key to identifying an accurate model as opposed to merely the amount of data itself or even the sampling time. Hence, a very short period of data collection with an extremely small, possibly physically infeasible, sampling time can
yield a very high number of data-points but will likely yield a poor model. Instead, a larger simulation period with a larger sampling time where a fewer total number of data points are collected will yield a superior model. Therefore, the emphasis should be not on the amount of data but rather the dynamics captured over the range of time of data collection. Once sufficient dynamic information is captured in the entire data set, the aforementioned rules of determining the train-validation-test split can be used.

**Remark 8.** The primary reason that some parameters such as the $p : q$ ratio were fixed as constants instead of tuning by treating as a hyperparameter was due to the large number of hyperparameters to be tuned in this system, and because it was sufficient to demonstrate the results for a low noise-free fraction as this implies that the results will generally improve when the noise-free fraction is increased.

### 4.2. Example 1: Predator-Prey model

The predator-prey system consists of two first-order differential equations describing the dynamics of two species: a predator and a prey. The equations take the form,

$$
\begin{align*}
\dot{x}_1 &= a_1 x_1 - a_2 x_1 x_2 \\
\dot{x}_2 &= a_3 x_2 - a_4 x_2
\end{align*}
$$

(13a)

(13b)

where $x_1$ and $x_2$ are the population (numbers) of the prey and the predator, respectively, with parameters $a_i \in \mathbb{R}, a_i > 0$ for $i = 1, 2, 3, 4$. In this paper, the specific system considered is

$$
\begin{align*}
\dot{x}_1 &= 0.5x_1 - 1.5x_1 x_2 \\
\dot{x}_2 &= x_1 x_2 - 0.5x_2
\end{align*}
$$

(14a)

(14b)

The objective is to reconstruct Eq. (14) from noisy data using the methods described in the previous section.

For data generation, using 40 out of 50 initial conditions between 0.01 and 2.0 for each variable, the system of Eq. (14) is integrated using a time step of $h = 10^{-4}$ from $t_0 = 0$ to $t_f = 20$ and sampled with $\Delta = 0.2$ for a total of 100 data points per trajectory. This yields a total of 4000 data points to be split into training and validation sets. For the testing set, the remaining 10 initial conditions are integrated identically as for the training/validation sets except $t_f$ is increased to 30. The goal of extending the simulation period for the testing set beyond the training/validation sets is to gauge the extrapolating capacity of the model since one supposed advantage of reconstructing dynamical models as opposed to black-box models is the ability to extrapolate beyond the training data.

Fig. 2 shows the results of this system when the various model identification methods are employed. The various identified models are used to predict the states forward in time using the 10 initial conditions from the testing set and compared to the original testing data generated in the data generation step. The results were similar for both variables but more pronounced in $x_1$. To evaluate the results numerically, the mean-squared error (MSE) is also calculated between the original data and each predicted trajectory over the entire testing period. The MSE are summarized in Table 1. At the lowest noise level ($\sigma = 0.02$), the base case achieves a low test set MSE, and accurately models the system as seen in Fig. 2. However, further improvement is observed when subsampling with or without co-teaching, with the order of magnitude of the MSE being one order lower than the base case. Although it appears that the SISC method performed slightly inferior to SIS, both MSE are extremely small, and the difference between the two MSEs, 0.00018 and 0.00021, is negligible in this context, especially as also observed in Figs. 2 and 3. As the noise level is increased to low ($\sigma = 0.1$) and even medium ($\sigma = 0.2$) levels, the results do not change significantly, except all the errors are now higher. At the highest noise level ($\sigma = 0.3$), the base case deteriorates significantly, overpredicting during most of the simulation period. Subsampling without co-teaching is not sufficient, and yields even poorer results than the base case in this example. In contrast, mixing in only 20% of noise-free data to each subsample was sufficient to improve the model with a much lower MSE than the runs with no subsampling or co-teaching. Although specific time instances might have poor results in the case of SISC as well, this is not across most of the simulation period, and the results are generally much more accurate, especially as also proven by the lower MSE. It is noted that the test set MSE values are generally small, and hence, even the percent decreases in the test set MSE between the SIS and SISC cases are more significant than it appears, which confirms the large improvement in accuracy.

When the total subsampling fraction is increased from 0.2 to 0.4, 0.6, and 0.8, it is observed that the test set MSE usually decreases in this example. However, the difference between the MSE from the SIS and SISC methods also begins to decrease. This indicates that subsampling alone without co-teaching can be a large source of improvement in some (but not all) examples. However, there are two concerns to address if such a strategy is adopted. Firstly, the SISC method, when using only 40% of the data ($p = q = 0.4$), surpasses the accuracy of the SIS method under all values of $p$ that are used, even $p = 0.8$ where double the amount of data is being used to identify a model. Secondly, as the proportion used for subsampling increases, the computational expense increases. Hence, the SISC method outperforms the SIS method in the sense that it uses smaller subsamples to identify a model with a lower (or even equal) MSE.

#### 4.2.1. Justification of coarse search for $\lambda$

The most important hyperparameter in the sparse identification algorithm is the sparsification knob $\lambda$ due to its impact on the model as well as the continuous nature of the parameter. It may be considered analogous to the learning rate in neural networks in these aspects. Therefore, it is typically tuned using either a fine search or a coarse-to-fine search. In this work, however, only 3 values were tested. To ensure the coarse search for the optimal $\lambda$ did not invalidate the results, an investigation into the effect of $\lambda$ on the results was carried out.

To study the effect of $\lambda$ only, since the best optimizer, derivative approximator, and function library have already been determined, these parameters can be fixed at their optimal selections and only $\lambda$ can be varied. This yields the best possible model that can be achieved by finely tuning $\lambda$ while all other parameters have already been optimized. The results for $\sigma = 0.1$ are shown in Fig. 4. A number of observations can be made from Fig. 4.

1. Values of $\lambda$ above 1.0 zero too many terms, possibly all terms, leading to very high errors, with the error remaining constant until $\lambda = 4.0$. Therefore, it is sufficient to only consider values of $\lambda$ between 0 and 1.

2. For values of $\lambda$ below 1.0, smaller values generally yield lower values for both the AIC and the MSE. However, large differences, particularly in orders of magnitude, occur at intervals of approximately 0.1. Hence, a few small values of $\lambda$ space 0.1 units apart

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>No subsampling</th>
<th>SIS</th>
<th>SISC</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>0.00596</td>
<td>0.00018</td>
<td>0.00021</td>
</tr>
<tr>
<td>0.1</td>
<td>0.15925</td>
<td>0.05550</td>
<td>0.03851</td>
</tr>
<tr>
<td>0.2</td>
<td>0.34151</td>
<td>0.08472</td>
<td>0.07614</td>
</tr>
<tr>
<td>0.3</td>
<td>0.95057</td>
<td>1.70773</td>
<td>0.35808</td>
</tr>
</tbody>
</table>
Fig. 2. Comparison of original noisy data (grey dots) with results from sparse identification without any subsampling (blue line), subsampling without co-teaching with $p = 2$ (green line), and subsampling with co-teaching and $p = 16, q = 0.04$ (red line) for the quantity $x_1$ in the predator-prey system. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 3. Comparison of original noisy data (grey dots) with results from sparse identification without any subsampling (blue line), subsampling without co-teaching with $p = 2$ (green line), and subsampling with co-teaching and $p = 16, q = 0.04$ (red line) for the quantity $x_2$ in the predator-prey system. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
can yield a model very close to the best model possible and is sufficient for demonstration and comparison purposes.

3. At the noise level considered in this investigation of $\sigma = 0.1$, our optimal model was found to use the SR3 optimizer with the TVRD for derivative approximation and only a polynomial library. The best $\lambda$ from our coarse search was 0.2. The final training AIC and test set MSE were -2617.451 and 0.15925, respectively.

4. In contrast, the best $\lambda$ from the fine search is 0.03, which gives training AIC and test set MSE of -2973.28 and 0.09942, respectively. The decrease in the metrics from the optimal model from the coarse search is not very large. Moreover, the best $\lambda$ from the fine search was only 0.03, requiring a grid spacing of 0.01 or smaller when searching for $\lambda$. The optimal model from the coarse search, however, has a relatively wide range of values over which the same model is obtained. Hence, a larger step can be used when searching for $\lambda$.

5. Due to the small differences in the metrics between the two optimal models in Fig. 4, it is possible that the optimal models would be reversed if the penalty on the number of terms were to be increased because the model from the coarse search only has 6 terms, while the model from the fine search consists of 15 terms. Specifically, in Eq. (12), the first term accounts for the model-fit or accuracy by using the MSE while

---

**Fig. 4.** Training set AIC and test set MSE for various $\lambda \in [0, 4]$ for the base case with no subsampling and $\sigma = 0.1$. 
the second term penalizes the number of terms in the sparse-
identified model. The pre-multiplier of “2” taken in Eq. (12) can
be increased to penalize the number of terms more heavily and
compromise on the accuracy. In fact, if the pre-multiplier on
the number of terms is larger than 41.54, the model identified
from the coarse search remains as the optimal model. Hence,
a more elaborate scheme to select a search method for $\lambda$ can
take into consideration the balance between sparsity and accu-
acy. If a more sparse and less complex model is desired at the
expense of some loss of accuracy, a coarse search may be prefer-
red. If accuracy is crucial, a coarse-to-fine search may be the
fastest method since a coarse search will determine the region
for the fine search and reduce the number of computations re-
quired. In the case study of Fig. 4, a coarse search can reveal
that values of $\lambda$ below 0.5 require a finer search.

6. Finally, even the optimal model from the fine search for the
base case is inferior in terms of the test set MSE to both the
subsampling cases. Hence, even if the subsampling cases used
a finer search for $\lambda$ to yield a superior model, it would only in-
crease the differences in performance. The key findings of this
work are the clear, qualitative improvements between the three
different methods rather than the exact quantitative improve-
ment from one model to another.

7. As seen in Table 2, at the lowest noise level, the models
produced by the two searches were identical. This is likely
due to the optimal model being almost the exact model re-
quired to be found in both cases. Hence, a finer search is not
required.

8. From Table 2, at the higher noise levels, which are the highlight
of this work, it is observed that there is either an insignificant
improvement in performance or no improvement at all. There-
fore, in this work, a finer search for $\lambda$ was omitted due to both
the extremely heavy computational expense of optimizing such
a continuous hyperparameter as well as the insignificant im-
provements that can be achieved from such an effort.

4.3. Example 2: CSTR

A chemical process example with noisy sensor data is consid-
ered. In particular, a single irreversible second-order exothermic
reaction that converts a reactant A to a product B ($A \rightarrow B$) takes
place in a perfectly mixed non-iso-thermal continuous stirred tank
reactor (CSTR) as shown in Fig. 5 described by the following set of
ODEs:

$$\frac{dC_A}{dt} = \frac{F}{V} (C_{A0} - C_A) - k_0 e^{-\frac{T}{R} C_A^2}$$ (15a)

$$\frac{dT}{dt} = \frac{F}{V} (T_0 - T) + \frac{-\Delta H}{\rho L C_p} k_0 e^{-\frac{T}{R} C_A^2} + \frac{Q}{\rho L C_p V}$$ (15b)

The states are the reactant concentration $C_A$ and temperature $T$
inside the reactor. The inlet contains pure reactant A with concen-
tration $C_{A0}$ and temperature $T_0$ at a flow rate $F$. A heating jacket
surrounding the CSTR provides/removes energy at a rate $Q$ to ad-
just the temperature. The fluid in the reactor is assumed to have
a constant density of $\rho_L$ with heat capacity $C_p$. The enthalpy of re-
action, Arrhenius constant, activation energy of reaction, and the

![Fig. 5. A continuous-stirred tank reactor with a heating coil.](image-url)
Fig. 6. Comparison of original noisy data (grey dots) with results from sparse identification without any subsampling (blue line), subsampling without co-teaching with $p = 2$ (green line), and subsampling with co-teaching and $p = 16, q = 0.04$ (red line) for the concentration $C_A$ of the CSTR system. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 7. Comparison of original noisy data (grey dots) with results from sparse identification without any subsampling (blue line), subsampling without co-teaching with $p = 2$ (green line), and subsampling with co-teaching and $p = 16, q = 0.04$ (red line) for the temperature $T$ of the CSTR system. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
ideal gas constant in appropriate units are denoted by $\Delta H$, $k_0$, $E$, and $R$, respectively. Process parameter values are given in Table 3. The total subsampling fractions considered in this example were 0.3, 0.4, 0.6, and 0.8 since 0.2 caused numerical issues.

The data generation for this process is carried out in a manner to ensure all 50 trajectories converge to the same steady-state. In particular, the initial concentration $C_0(0)$ is assigned values between 0.01mol/m$^3$ and 10mol/m$^3$, while the initial temperature $T(0)$ takes values between 290K to 320K. With each initial condition, the system of Eq. (15) is numerically integrated with explicit Euler with a step size of $10^{-5}$ hr from 0.0hr to 2.0hr and then sampled every 0.05hr to generate the clean data set for this process. In this example, all data generation was carried out until $t_f = 2.0hr$. After extensively tuning the hyperparameters, it was found that the sparse relaxed regularized regression (SR3) optimizer (Zengh al., 2019) was consistently the superior optimizer for this system. The function library that yielded the optimal results was the library with only polynomial terms. In general, when selecting the function library, it is advisable to start with a small, less complex library, such as a polynomial library, and including trigonometric or other terms only when necessary.

The results for this system are plotted in Figs. 6 and 7 while the MSE are given in Table 4. It is observed that, at the lowest two noise levels of $\sigma = 0.02$ or 0.1, both methods satisfactorily capture the dynamics of the CSTR system, with small improvements from the base case to the SIS case and from the SIS case to the SISC case. However, as these differences are only noticeable when analyzing either Fig. 6 or Table 4 very closely, they are not significant. At the medium noise level of $\sigma = 0.2$, the differences become noticeable in some of the test trajectories. It is observed in Fig. 6 that the SIS prediction marginally outperforms the base case, but the SISC model significantly performs better than the SIS model, especially in the intervals $t \in (6, 10) \cup (12, 14)$. The MSE also decreases by roughly 20% from the base case to the SIS case and a further 10% between the SIS case and the SISC case. The largest differences, however, are seen at the highest level of noise i.e., $\sigma = 0.3$. In this case, the SIS model actually fails to capture the dynamics completely and performs worse than the base case with almost twice the value of the MSE. In contrast, the SISC model outperforms the base case even using only 20% of the data in each subsample. There is a significant 21% drop in the MSE as seen from Table 4. However, the difference can also be observed in Fig. 7, particularly in $x_1$, which is the plotted variable, most strongly between $t = 8$ and $t = 10$.

In this example, as the total subsampling fraction is increased, there does not appear to be a consistent trend in the results. In fact, the results remain very similar for all the values of $p$ and $q$ tested. Therefore, it may be desirable to use lower values of the subsampling fraction and only increase it as required.

### 4.4. Advantages of explicit methods

The data generation in this paper is done via integrating the ordinary differential equation systems of the case studies considered in time using the Runge-Kutta numerical integration method with an integration time-step of $h_t = 10^{-4}$. As this is an explicit numerical integration method, the calculation time is on the order of milliseconds. To be precise, for the 50 total trajectories that the system is integrated along from the 50 initial conditions, the total time is around 0.1 seconds and 0.13 seconds for the predator-prey and CSTR systems, respectively.

The integration of the identified models is also on the same order: 0.1/50 or 0.13/50 seconds for a trajectory. The computational time for the 10 test trajectories was calculated and multiplied by 5 to make a fairer comparison to the times required for the first-principles system. The results had a wider range from 0.170 seconds to 0.482 seconds, with an average of 0.266 seconds. Two points must be emphasized here. Firstly, these times are slightly higher than those of the first-principles model data generation. This can be due to the higher complexity of the models. However, some of the models had the same number of terms as the first-principles model, with coefficients also very close to the original system. This was usually seen in the lower noise levels where a near-exact reconstruction was possible. These models should have required the same time to integrate as the first-principles models. Therefore, the reason for the higher times can be attributed to (a) the integration for the sparse-identified models being carried out by the PySINDy package’s internal ODE integration function rather than Python’s ODE solvers, and (b) some of the models in some of the subsamples might not be numerically stable, contributing to a large increase in the maximum and average values reported above.

The most important fact to note, however, is that these times, especially for one trajectory, are still all below one second, and this rapid prediction is a key advantage of using ODE models with explicit nonlinearities in system identification as opposed to ODEs with neural network function approximators for the nonlinear basis functions, which is as a possibility if the identified model with the explicit functions is not accurate enough (not the case in our studies) at the expense of increasing computational burden.

Lastly, although the above range and average of integration times for the sparse-identified models are calculated from only the base (no subsampling) case of the predator-prey system, the results generalize to both of the other cases and also the CSTR system. This is because, once the ODE is identified, the data or procedure used to identify the ODE is irrelevant. Hence, even though the model identification step is more complex and time-consuming for the subsampling scenarios, once identified, the model is integrated using the same Runge-Kutta methods with the same step sizes. Moreover, there was no clear correlation between the number of terms in the identified ODE model and the integration time required, as long as the system was not unstable and did not diverge. Hence, the times reported above can be extended to all the sparse-identified models considered in this paper.

### 5. Conclusion

In this work, a novel algorithm was devised to build dynamical models that capture nonlinear process dynamics given only highly noisy sensor data. The noise was assumed to follow a white Gaussian distribution with different variances. A predator-prey model and a chemical process were used to demonstrate the performance and applicability of the new algorithm. It was shown that the basic sparse identification algorithm was inadequate in identifying the
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