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a  b  s  t  r  a  c  t

It has  been  repeatedly  suggested  that  the  common  cause-and-effect  approach  to evaluating  process  safety
has deficiencies  that  could  be  addressed  by a systems  engineering  perspective.  A systems  approach  should
consider  safety  as  a  system-wide  property  and  thus  would  be required  to  integrate  all  aspects  of  the
process  involved  with  monitoring  or manipulating  the  process  dynamics,  including  the  control,  alarm,
and  emergency  shut-down  systems  while  operating  them  independently  for  redundancy.  In this  work,  we
propose  initial  steps  in  the  first  systems  safety  approach  that coordinates  the control  and  safety  systems
through  a  common  metric  (a  Safeness  Index)  and  develop  a controller  formulation  that  incorporates  this
index. Specifically,  this  work  presents  an  economic  model  predictive  control  (EMPC)  scheme  that  utilizes
rocess safety
afeness Index
rocess operation

a Safeness  Index  function  as a  hard  constraint  to define  a  safe region  of  operation  termed  the  safety  zone.
Under  the  proposed  EMPC  design,  the  closed-loop  state  of a  nonlinear  process  is guaranteed  to  enter  the
safety  zone  in  finite  time  in  the  presence  of  uncertainty  while  maximizing  a stage  cost  that  reflects  the
economics  of  the  process.  Closed-loop  stability  is established  for a nonlinear  process  under  the  proposed
implementation  strategy.

© 2017  Elsevier  Ltd.  All  rights  reserved.
. Introduction

Safety is critical in the chemical process industries due to the
evere consequences for both lives and property when safety is not
aintained Smith et al. (2003). Despite many efforts to develop,

haracterize, and standardize effective safe process/plant design
nd operation procedures, accidents continue to occur causing sig-
ificant human and capital loss AIChE (1994a,b). There are many
auses of these incidents and disasters such as human error, haz-
rdous materials release and manufacturing defects Khan and
bbasi (1999). These consistent accidents throughout chemical
rocess plant history Kidam and Hurme (2013), Kletz (2009) have

ed some researchers to suggest that the philosophy used in the
esign of the control and safety system layers (i.e., designing
arriers against specific unsafe scenarios using the safety sys-
em comprised of the alarms, emergency shut-down, and pressure
elief systems as shown in Fig. 1) is quite limited. Particularly,

s economic considerations drive more optimized and integrated
ystem designs, a systems approach to analyzing process safety
hould instead be used (e.g., Leveson and Stephanopoulos (2014),

∗ Corresponding author.
E-mail address: pdc@seas.ucla.edu (P.D. Christofides).

ttp://dx.doi.org/10.1016/j.compchemeng.2017.04.010
098-1354/© 2017 Elsevier Ltd. All rights reserved.
Venkatasubramanian (2011), Mannan et al. (2015), Albalawi et al.
(2016)) in which accidents are seen as the result of the pro-
cess state migrating to an unsafe operating region in state-space
over time. Such a viewpoint is radically different from standard
industrial thinking, which centers around the notion that the
“safeness” of a chemical process increases as barriers such as indi-
vidual alarms or pressure relief devices are added to the process
design for each possible disturbance or equipment fault Crowl and
Louvar (2011), Marlin (2012). This traditional philosophy neglects
important aspects of the process system, such as multivariable
interactions of process variables, limitations on the capacity of pro-
cess control actuators, and unmonitored process state variables
that incorporate valuable process safety information Leveson and
Stephanopoulos (2014); accounting for such aspects can be crucial
to ensuring process safety.

Some of these issues, such as multivariable interactions and
limitations on the capacity of process control actuators, can be
accounted for using model predictive control (MPC) Mayne et al.
(2000), Rawlings (2000) to regulate the process. The MPC  may  be
augmented with safety-based constraints to handle safety issues

(e.g., Albalawi et al. (2017)). Recently, a form of MPC  termed
Lyapunov-based economic model predictive control (LEMPC) has
addressed safety issues by incorporating safety-based constraints
and Lyapunov-based constraints within the EMPC to optimize an

dx.doi.org/10.1016/j.compchemeng.2017.04.010
http://www.sciencedirect.com/science/journal/00981354
http://www.elsevier.com/locate/compchemeng
http://crossmark.crossref.org/dialog/?doi=10.1016/j.compchemeng.2017.04.010&domain=pdf
mailto:pdc@seas.ucla.edu
dx.doi.org/10.1016/j.compchemeng.2017.04.010
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from the continuity of x, the local Lipschitz property of f, and
the continuous differentiability of V(x) that there exist positive
constants M,  Lx, Lw , L′x and L′w such that the following inequalities
hold:
Fig. 1. Control/safety system layers Marlin (2012).

conomic measure while ensuring closed-loop stability and pro-
ess safety (in the sense of maintaining the process state within

 Lyapunov level set determined to be a safe operating region in
tate-space) in the presence of uncertainty Albalawi et al. (2016).
owever, the assumption that safe operating regions are defined
y Lyapunov level sets may  be restrictive. Furthermore, addressing
afety improvements only at the controller level is not enough to
mprove process safety overall, because the safety systems at a
lant (e.g., alarms, pressure relief devices, and emergency shut-
own systems) are often designed without accounting for the

mpact and limitations of control systems (e.g., they do not account
or controller limitations in their triggering thresholds), and they
lso do not account for multivariable interactions and unmeasured
ut estimated states of which a model-based control design like
PC can be aware, which can lead to missed alarms at a plant
ang et al. (2016), Ahooyi et al. (2016). Coordinating the process

ontrol system with the safety system, while maintaining their
ndependence for redundancy purposes, would represent a sig-
ificant paradigm shift in both control and safety system design
hinking that has the potential to save lives and protect the envi-
onment.

The development of a systematic methodology for coordinat-
ng safety and control systems poses fundamental challenges; for
xample, metrics must be developed that can be shared by the
ontrol and safety systems to indicate safe or unsafe system oper-
tion, and constraints need to be developed for MPC  that prevent
he closed-loop state from entering unsafe regions based on the
eveloped safety metrics while maintaining closed-loop stability
nd feasibility. A metric that can unify control and safety systems
onsiderations could improve the designs of both of these systems.
otivated by the above considerations, this work develops a met-

ic termed the Safeness Index that is a function of the closed-loop
rocess state. The terminology Safeness Index indicates the relative
afeness of the process state in state-space based on past process
ata, first-principles models and traditional safety analysis tools.
he safety system as well as the control system can then incorpo-
ate this index by setting thresholds on the value of this index upon
hich the actions of the control and safety systems are based. An

EMPC design and implementation strategy that uses the Safeness
ndex as a hard constraint and maintains closed-loop stability is
igorously developed to demonstrate the incorporation of this met-
ic within a process control system. The proposed Safeness Index
ramework can be applied to both existing systems and new process
ystems and technologies. Using a chemical process example, the
roposed LEMPC is compared with that of an LEMPC scheme that
oes not incorporate the Safeness Index-based constraint in terms
f its ability to maintain the process state within a region where
he value of the Safeness Index is less than a desired threshold.

. Preliminaries
.1. Notation

The operator |·| signifies the 2-norm of a vector. The trans-
ose of a vector x is represented by the symbol xT. The symbol
cal Engineering 104 (2017) 76–88 77

�� is used to denote a level set of a continuously differentiable,
positive definite scalar-valued function V(x) and is defined by
�� : = {x ∈ Rn : V(x) ≤ �}. The operator ‘/’ denotes set subtraction,
that is, A/B : = {x ∈ Rn : x ∈ A, x /∈ B}. The symbol S(�) denotes the
family of piecewise constant, right-continuous functions with a
fixed time interval � ≥ 0. The initial time instant is denoted by t0.
A function ˛(·) : [0, a) → [0, ∞)  belongs to class K if it is strictly
increasing and continuous, and ˛(0) = 0.

2.2. Class of nonlinear process systems

The class of nonlinear process systems considered in this work
is that of the general form:

ẋ = f (x, u, w) (1)

where x ∈ Rn, u ∈ U ⊂ Rm, and w ∈ Rl are the state, input, and
disturbance vectors, respectively. We  assume that f is a locally
Lipschitz vector function of its arguments and that the state of
the system of Eq. (1) is synchronously sampled at time instances
tk = t0 + k�, k = 0, 1, . . .,  where � is the sampling period and t0
is the initial time. The disturbance w(t) is bounded within the
set W := {w ∈ Rl : |w|  ≤ �, � > 0} (i.e., w(t) ∈ W).  We  assume that
the origin is an equilibrium point of the unforced nominal system
which implies that f(0, 0, 0) = 0.

2.3. Nonlinear system stabilizability assumption

We consider systems of the form of Eq. (1) for which Assumption
1 holds.

Assumption 1. There exists a locally Lipschitz feedback control
law h(x) ∈ U with h(0) = 0 for the nominal closed-loop system of Eq.
(1) (i.e., w(t) ≡ 0) that renders the origin of the closed-loop system
with u = h(x) asymptotically stable for all x ∈ D ⊆ Rn where D is an
open neighborhood of the origin, when applied continuously in the
sense that there exists Massera (1956), Khalil (2002) a continuously
differentiable Lyapunov function V(x) for the nominal closed-loop
system and class K functions ˛i(·), i = 1, 2, 3, 4 such that the following
inequalities hold:

˛1(|x|) ≤ V(x) ≤ ˛2(|x|)
∂V(x)

∂x
f (x, h(x), 0) ≤ −˛3(|x|)

∣∣∣∣∂V(x)
∂x

∣∣∣∣ ≤ ˛4(|x|)

h(x) ∈ U, ∀x ∈ D ⊆ Rn

(2)

The stability region of the closed-loop system under the feedback
control law that meets Assumption 1 is defined as a level set of the
Lyapunov function within D where Eq. (2) holds, and it is denoted
by �� . Techniques for designing explicit stabilizing control laws for
different classes of nonlinear systems can be found in works such
as Lin and Sontag (1991), Kokotović and Arcak (2001), El-Farra and
Christofides (2003), Christofides and El-Farra (2005).

When x is maintained within the stability region �� , we have
|f (x(t), u(t), w(t))| ≤ M (3)

|f (x, u, w)  − f (x∗, u, 0)|  ≤ Lx|x − x∗| + Lw|w| (4)
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∂V(x)
∂x

f (x, u, w) − ∂V(x∗)
∂x

f  (x∗, u, 0)

∣∣∣∣ ≤ L′x|x − x∗| + L′w|w| (5)

or all x, x* ∈ �� , ui ∈ Ui, i = 1, . . .,  m,  and w ∈ W .
When h(x) is applied to the nonlinear process in a sample-and-

old fashion, the following proposition holds.

roposition 1. (c.f. Muñoz de la Peña and Christofides (2008),
eidarinejad et al. (2012)) Let Assumption 1 hold, V be the Lyapunov

unction that satisfies Eq. (2), and �� be the resulting stability region.
hen if �s < �, �, and � satisfy

˛3(˛−1
2 (�s)) + L′xM�  + L′w� ≤ −�w/� (6)

or �w > 0, then for any x(t0) ∈ �� ,

(x(t)) ≤ V(x(tk)), ∀t ∈ [tk, tk+1) (7)

nd

(x(tk+1)) < V(x(tk)) (8)

long the closed-loop state trajectory of the sampled-data system

˙ (t) = f (x(t), h(x(tk)), w(t)), ∀t ∈ [tk, tk+1), k = 0, 1, . . . (9)

hen x(tk) ∈ ��/��s . If �min < � where

min = max{V(x(t + �)) : V(x(t)) ≤ �s} (10)

hen the closed-loop state is always bounded in �� and is (uniformly)
ltimately bounded in ��min in the sense that:

im sup
t→∞

x(t) ∈ ��min . (11)

�min in the above proposition is defined as the maximum value
f the Lyapunov function that will be reached under any sample-
nd-hold control action (not necessarily h(x(tk))) that meets the
nput constraints in the presence of bounded disturbances by the
nd of a sampling time when x(tk) ∈ ��s .

.4. Lyapunov-based EMPC

The control design that will be investigated in this work will be
 specific type of EMPC termed Lyapunov-based economic model
redictive control (LEMPC). LEMPC is a dual-mode optimization-
ased control strategy that utilizes the Lyapunov-based controller
(x) to define two modes of operation where closed-loop stabil-
ty is guaranteed in the presence of uncertainty Heidarinejad et al.
2012). The mathematical formulation of LEMPC is as follows:

min
 ∈ S(�)

∫ tk+N

tk

Le(x̃(�), u(�))d� (12a)

.t. ˙̃x(t) = f (x̃(t), u(t), 0) (12b)

˜(tk) = x(tk) (12c)

(t) ∈ U, ∀t ∈ [tk, tk+N) (12d)

V(x̃(t)) ≤ �e, ∀t ∈ [tk, tk+N)

if x(tk) ∈ ��e

(12e)

∂V(x(tk))
∂x

f  (x(tk), u(tk), 0)

≤ ∂V(x(tk))
∂x

f  (x(tk), h(x(tk)), 0)

if x(tk) /∈ ��e

(12f)
here the decision variable of the LEMPC of Eq. (12) is the piecewise
onstant input trajectory u(t) defined over the prediction horizon
� (i.e., u ∈ S(�)). The optimization problem of Eq. (12) optimizes

he economic measure Le(x(t), u(t)) (Eq. (12a)) which defines the
cal Engineering 104 (2017) 76–88

cost function, subject to a nominal process model (Eq. (12b)). The
initial condition of the nominal process model of Eq. (12b) comes
from a measurement of the process state at the current samp-
ling time tk (Eq. (12c)). Eq. (12d) shows that the calculated control
actions u(t) are restricted to the set U over the prediction horizon.

Under the first operation mode (Eq. (12e)), the LEMPC opti-
mizes the economic measure Le(x(t), u(t)) in a time-varying fashion
while maintaining the predicted closed-loop state within the set
��e which is a subset of the stability region �� . The region ��e is
defined such that if the measured process state at a sampling time
tk is within ��e , then at the next sampling time tk+1, it is still within
�� , even in the presence of bounded disturbances. Under the sec-
ond operation mode, the LEMPC utilizes a contractive constraint
(Eq. (12f)) to ensure that the control action for the first sampling
period of the prediction horizon for the closed-loop system forces
the state along a path that causes the Lyapunov function value to
decrease between two sampling periods. The two-mode operating
strategy of LEMPC ensures that the stability region �� is a forward
invariant set Heidarinejad et al. (2012). The LEMPC produces a set of
N input vectors u*(t|tk), t ∈ [tk, tk+N), after solving at each sampling
time, but only the input vector u*(tk|tk) corresponding to the first
sampling period of the prediction horizon is applied to the process
in a sample-and-hold fashion.

Remark 1. The explicit stabilizing controller h(x) provides a fea-
sible control action for both modes of operation of Eq. (12) for
x(tk) ∈ �� . In other words, if the measured state is within ��e ,
then applying h(x̃(tj)), ∀t ∈ [tj, tj+1), j = k, . . .,  k + N − 1, through-
out each corresponding sampling period in the prediction horizon
guarantees that the predicted state will be maintained within ��e

over the prediction horizon (i.e., Eq. (12e) is met  by h(x) imple-
mented in sample-and-hold throughout the prediction horizon). If
the measured state leaves ��e , then applying the explicit stabiliz-
ing controller h(x(tk)) for the first sampling period of the prediction
horizon, with any other sample-and-hold control action that meets
the input constraint of Eq. (12d) throughout the rest of the predic-
tion horizon (h(x̃(tj)), ∀t ∈ [tj, tj+1), j = k + 1, . . .,  k + N − 1, is a control
law that satisfies this requirement by Eq. (2)) is a feasible solution
to the LEMPC of Eq. (12) since it meets the contractive constraint
of Eq. (12f) applied at the first sampling period of the prediction
horizon Heidarinejad et al. (2012).

3. Safeness Index-based control and safety system design

In this section, we develop the concept of a process Safeness
Index for use in the control and safety systems. We  then discuss
techniques that can allow the safety system, as well as the control
system, to incorporate this index by setting thresholds on the value
of this index that cause the control and safety systems to take cer-
tain actions. Finally, we  develop a controller that utilizes this index
(specifically, the LEMPC scheme of Eq. (12) with a hard constraint
related to a threshold on the Safeness Index, termed Safeness Index-
based LEMPC) with an implementation strategy that is proven to
maintain closed-loop stability of a nonlinear process.

3.1. Development of a process Safeness Index

To effectively integrate the process control and safety systems,
it is desirable to develop a Safeness Index that is a function of
the process (closed-loop) state only and indicates the safeness of
a plant as a whole, given multivariable interactions and interac-
tions between units, which cannot be evaluated with the typical

component-by-component safety analyses that are usually per-
formed. Such a state-based index is consistent with the sentiments
of various researchers who  have stated that a process does not
become unsafe automatically, but takes a gradual trajectory in that
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irection (e.g., Leveson and Stephanopoulos (2014)). The index also
enefits from being a function only of the current state; much of
he safety thinking in the process industries is a cause-and-effect-
ype relationship for which the reasons that a state became unsafe
re important to the fact that it is unsafe. By developing a Safeness
ndex that is a function of the current state only, engineers do not
eed to think of every possible failure mechanism of a system and
hether the system is on any of those many paths to understand
hether a system is unsafe, but need only characterize where it is

n the safeness spectrum based on its present condition. Another
enefit of a state-based index is that it can capture safety informa-
ion even for unmeasured states if an appropriate state estimator
s developed, which is not a capability of traditional safety system
esigns based on process measurements only.

Though the development of a Safeness Index has great promise
or improving process safety, the form of the Safeness Index will be
rocess-dependent, and thus a methodology for determining the
alue of the Safeness Index must be developed. A possible method-
logy would be to define a function S(x) (the Safeness Index) that
an take one of two values at each state-space location (e.g., 0 for
00% safe operating states and 1 for less safe states). An important
onsideration in the development of a Safeness Index, however,
s its intended use in developing constraints in optimization-based
ontrol and triggers for the alarm, emergency shut-down, and relief
ystems, and the binary form of S(x) discussed above would be
neffective for enhancing the safety systems (e.g., the binary func-
ion cannot indicate whether the system is near an unsafe state
ut has not yet reached it, which would be required to trigger
lements of the safety system based on S(x) exceeding a thresh-
ld). To address these issues, this section develops a systematic
ethodology for formulating a (not necessarily binary) Safeness

ndex for a given process based on two factors: (1) S(x) is a func-
ion of the process (closed-loop) state only (the path followed to
rrive at the state is immaterial; this enables a departure from the
imiting cause-and-effect mentality traditionally utilized in chem-
cal process safety system design and accident analysis Leveson
1995), and furthermore, allows the safeness of the system given
he controller’s effects and limitations to be analyzed); and (2) S(x)
ndicates the safeness of a plant as a whole, given multivariable
nteractions and interactions between units, which cannot be eval-
ated with the component-by-component safety analyses that are
sually performed.

The proposed methodology requires analysis, for a given pro-
ess, of information on past accidents, the results of industrial safety
tudies, first-principles models, and past operating data to deter-
ine both the states that should explicitly appear in S(x) and also a

uitable functional dependence of S(x) on these states, as shown in
ig. 2. The first step in this procedure is to determine which states to
ncorporate in S(x). Initially, an extensive literature review of acci-
ents and their causes (e.g., Kletz (2009), Atherton and Gil (2008),
rowl and Louvar (2011), Khan and Abbasi (1999), Reniers et al.
2013), Tatiya (2011)) can be performed to determine guidelines
or states that should be considered based on which states (e.g.,
emperature, pressure) took abnormal values when past accidents
ccurred. This study can be used to analyze what kinds of accidents
ight occur at the plant under consideration, which may  have also

een investigated for the plant through standard industrial safety
nalysis techniques (e.g., what-if analyses and HAZOP studies). Any
tates that are tied to the abnormal situations expected both from
he literature review and the safety analyses should be selected
or inclusion in S(x). A first-principles model may  also reveal that
ther states should be considered that were perhaps neglected

n the qualitative analyses in the early steps due to complexities
n the system that are revealed through analyzing the dynam-
cs. For example, it should be checked that S(x): (1) Incorporates
tates from the model that are known to lead to unsafe/explosive
cal Engineering 104 (2017) 76–88 79

conditions based on the chemistry of the reactions involved (e.g.,
reactions associated with ignition at certain temperatures Chylla
et al. (1987)) or the reactor material limitations (e.g., high temper-
ature or high pressure can lead to reactor rupture); (2) Incorporates
states that have a large influence on other states in the reactor
that affect process safety; (3) Incorporates all states that influence
the safeness of the process, even if these states are unmeasurable
or only affect the safeness of the process when they take values
far from their values under normal process operating conditions
(states that do not indicate the safeness of the process under any
condition would not need to be included, however). Analyses like
these may  be aided through closed-loop simulations of the process
from various initial conditions in state-space. Process operating
data may  also aid in determining which states to incorporate in S(x).
For example, process data corresponding to time periods of normal,
near-miss (e.g., situations in which the safety system is triggered
Pariyani et al. (2010)), and accident operating conditions may  be
analyzed to determine which states reach values at the near-miss
and accident conditions that are significantly different from their
values under normal operation, and then include such states in S(x).

After the states to be included in S(x) are identified, it is nec-
essary to determine the functional form of S(x). This functional
form should be developed to facilitate the purpose of defining S(x),
which is to set thresholds on its value that can be used to distin-
guish between safe and unsafe operating regions in state-space to
cause the control and safety systems to take specific actions based
on the threshold values. This indicates that two primary princi-
ples should guide the choice of the functional form of S(x): (1) It
should be designed so that S(x) will have a significantly larger value
when the closed-loop state reaches an unsafe operating region than
when it is in a safe operating region; (2) It should incorporate con-
troller limitations and therefore increase rapidly as the boundary of
the stability region in which closed-loop stability is guaranteed is
approached to reflect that beyond this boundary, the process can-
not be guaranteed to be controllable, which is considered an unsafe
scenario. Principle 1 may  require careful design of S(x) due to poten-
tial differences in magnitude of the various states of the process.
For example, consider a case in which temperature and concentra-
tion of corrosive reactant play a role in the safeness of a chemical
process. In many cases, the order of magnitude of the temperature
will be greater than that of the concentration, with the result that
without careful design of S(x), the reactant concentration may  take
unsafe values for values of S(x) that are not significantly greater
than its value under normal operating conditions or even may  be
the same as the value of S(x) under normal operating conditions if
the temperature drops when the concentration increases. Such a
design of S(x) would not facilitate meaningful thresholds being set
on its value for use in the control and safety systems; this indicates
that scaling of process states or giving S(x) a nonlinear dependence
on certain process states may  be required when developing the
functional form of the Safeness Index. Other cases in which scal-
ing or nonlinearities in S(x) may  be beneficial include cases when
a process state results in an unsafe condition only when it takes an
extreme value, or when the process dynamics are such that there
are values of the state vector from which, according to the process
dynamics, the state quickly can move from those values to states
that pose safety concerns (e.g., if there is a certain pressure P1 within
a reactor from which, under certain conditions, the reactor pressure
can quickly elevate to a level that would rupture the reactor, S(x)
should become large as this pressure P1 is reached).

Stability of the closed-loop state can dictate the functional form
of the Safeness Index, which allows safety systems that are trig-

gered by a threshold on S(x) to incorporate considerations from the
control system in identifying unsafe operating regions. An example
of a characterizable form of S(x) that increases as the boundary of
the stability region is approached (and, for convenience, is scaled by
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Fig. 2. Systematic methodology

 so that it lies between 0 and 1 and takes a value of 1 on the bound-
ry of the stability region) is a quadratic form (e.g., S(x) = xTx/�). A
afeness Index with a functional form that gives states further from
n open-loop unstable operating steady-state a higher value of S(x)
ay be beneficial if the open-loop trajectories initiated near this

teady-state evolve toward an open-loop stable steady-state with
 temperature above the allowable operating limits (even when
he open-loop unstable steady-state is stabilized by a controller
nd S(x) is evaluated for the closed-loop state, actuator outputs are
ypically limited such that beyond a certain region in state-space,
he available control energy may  no longer prevent the state from
eaching unsafe conditions).

.2. Choosing thresholds for S(x) for use within the control and
afety systems

After the functional form of S(x) is determined, it is necessary
o set thresholds on S(x) that can be used to modify the control
esign and trigger the safety system. Fig. 2 illustrates the approach
or developing the thresholds on S(x) to be used in the control
nd safety systems. The control, alarm, emergency shut-down, and
elief systems should utilize different thresholds on S(x) for con-
istency with their independence and also for consistency with
tandard industrial practice in which the alarms are only activated
hen the control system does not maintain the process state within

 region where all variables instrumented with alarms are within
heir recommended ranges, and the emergency shut-down system
s only activated after another set of thresholds on the instrumented
ariables is exceeded Marlin (2012). However, because the control
ystem is the first line of defense against unsafe situations (i.e.,
he safety systems would ideally not be activated frequently for

 well-controlled process), the threshold STH on S(x) utilized by an
ptimization-based control design should be lower than the thresh-
lds utilized in the safety systems. If the controller then computes
ontrol actions subject to a constraint requiring that it should main-
ain the closed-loop state predictions in a region where the Safeness
ndex value is less than STH, false alarms (i.e., activations of the

afety system in regions of state-space where the controller guaran-
ees closed-loop stability and guarantees that it can drive the state
ack into a region where S(x) < STH) may  be avoided. Motivated by
his, methods for determining STH will be the focus of this section.
nstruct S(x) and its thresholds.

To set the value of STH, past accidents, the results of indus-
trial safety studies, and first-principles models can be analyzed to
gain insight into which values of the states may become large dur-
ing unsafe conditions and what their expected magnitudes may
be to aid in setting STH. In addition, process data can be valuable
for setting STH. Specifically, past operating data can be labeled as
corresponding to safe or unsafe process operating conditions by:
(1) labeling the data as “safe” if no alarms were triggered during
the time period corresponding to that data set; (2) labeling the
data as “safe” if very few (e.g., one or two) alarms sounded during
the time period corresponding to the data set, but the closed-loop
state subsequently re-entered an operating region where no alarms
were triggered without intervention from the operator, emergency
shut-down, or relief systems; and (3) labeling data as “unsafe” if a
number of alarms sounded during the time period corresponding
to that data set. Subsequently, the value of S(x) can be evaluated
for each of the labeled data sets. The threshold STH can then be cho-
sen as a value that is below the minimum value of S(x) observed
in the “unsafe” data sets that is significantly different from the val-
ues of S(x) observed during “safe” operation to allow “safe” and
“unsafe” operating conditions to be appropriately distinguished in
the control design. STH should be somewhat conservatively chosen
to allow for other thresholds to be used in triggering the safety
system (i.e., the process should not exhibit any negative conse-
quences immediately after S(x) > STH, because that gives the safety
system no opportunity to prevent accidents). However, the conser-
vatism in the control design should not be extreme to the point that
operating in the region where S(x) < STH impacts process economics
unnecessarily.

Another important consideration in setting STH for use in
an optimization-based control design that utilized stability con-
straints based on �� (e.g., LEMPC) is to ensure that there exist states
in the stability region for which S(x) < STH (if not, there would be
no safe operating condition in the region in which the controller
ensures closed-loop stability). Therefore, off-line calculations for
the value of the Safeness Index S(x) within the stability region ��

could be performed to validate that with the chosen form of S(x) and

the chosen value of STH, this condition is satisfied. Also, STH should
be set such that when the process is operated in the region where
S(x) < STH, none of the thresholds on individual measured variables
traditionally utilized to trigger the alarm, emergency shut-down,
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ig. 3. Example of level set partitioned into “safe” (S(x) < STH), and “unsafe”
S(x) > STH) regions.

r relief systems is surpassed to prevent frequent and unnecessary
ctivation of the safety systems at a plant. The concept of a set
f states in state-space being partitioned into “safe” and “unsafe”
egions utilizing a threshold on the Safeness Index is illustrated in
ig. 3, where the boundary between the regions occurs at a thresh-
ld value S(x) = STH. An illustration of how to define S(x) and STH

ill be performed in the context of a chemical process example in
ection 4.

emark 2. The triggering mechanism of the alarm and emer-
ency shut-down systems, and elements of the relief system that
an be automated, can be augmented to include not only the tra-
itional triggers based on individual measured variables exceeding
r falling below their recommended ranges, but also triggers based
n the value of the Safeness Index exceeding threshold values. This
an help prevent missed alarms because it allows the safety system
o account for multivariable interactions and unmeasured states
hat may  be important in assessing process safety but have tradi-
ionally been unavailable to these systems. The thresholds on S(x)
tilized by the safety system can come from analyzing industrial
afety studies, past accidents, first-principles models, and process
perating data as in the evaluation of STH, except that the thresh-
lds should be tiered so that the thresholds utilized in the alarm,
mergency shut-down, and relief systems reflect increasing levels
f concern over the process operating conditions. While the control
ystem designs will only use STH to bound S(x), the various levels of
he safety system should be activated by tiered thresholds for con-
istency with industrial practice. In addition, the threshold value
et for the control system should be chosen such that the value
f the Safeness Index S(x) of the process state during short excur-
ions from the region where S(x) ≤ STH does not reach the threshold
alue of the alarm system. In other words, the threshold value STH

tilized by the control system should be chosen such that short
xcursions of the process state outside of the safety zone do not
iolate the threshold value of the safety system to avoid triggering
afety alarms.

emark 3. S(x) can be defined to take any values within the set of
eal numbers, but because we consider that the states and inputs
re bounded, S(x) will only practically take values within the con-
rol system within a subset of the real numbers that correspond to
oints in state-space where closed-loop stability is guaranteed (i.e.,
�).

.3. Safeness Index-based LEMPC formulation

In the remainder of this work, we analyze an optimization-based
ontrol design (specifically, an LEMPC) that incorporates a hard
onstraint requiring that the controller compute control actions

hat maintain the predicted process state within the region where
(x) < STH. This control design may  improve process economic per-
ormance and be less conservative than the safety-based control
esign developed in our prior work Albalawi et al. (2016), where
cal Engineering 104 (2017) 76–88 81

safety-based constraints were included within LEMPC that were
triggered when a measurement of the closed-loop state was out-
side a safe Lyapunov level set of operation termed the safety region
��sp ⊂ �� . The level set-based method of triggering safety-based
constraints is conceptually the same as developing a binary Safe-
ness Index function that evaluates to either its value corresponding
to safe operation within ��sp (indicating that the process is within
a 100% safe operating region and that the safety-based constraints
do not need to be activated) or its value corresponding to unsafe
operation outside of ��sp (indicating that the process is not oper-
ating in a safe region and that the safety-based constraints should
be activated). Whenever the process state is within a safe region
of operation and the safety-based constraints are not applied, the
process economics are optimized while the process state is main-
tained within this safe region of operation. Thus, process safety is
ensured while the process profit is maximized. Despite the guar-
anteed closed-loop stability and recursive feasibility properties of
this method Albalawi et al. (2016), as well as its economic opti-
mization capabilities, it may  be unnecessarily restrictive for many
processes. For example, regions within which S(x) is below a desired
threshold may  not be level sets of a Lyapunov function, and try-
ing to find the largest Lyapunov level set within a region where
S(x) is less than the threshold may  cause the level set to be quite
small, which can greatly reduce the economic optimality of pro-
cess operation within this small region compared to allowing the
process to operate within the entire region where S(x) is less than
a desired threshold. Furthermore, the threshold value on S(x) may
not be a hard threshold (i.e., it may  reflect that the process should
not in general operate above the threshold, but that short excur-
sions into the region where S(x) is greater than a desired threshold
are acceptable; this may  be the case, for example, for a reforming
tube of a steam methane reformer, for which minor excursions of
temperature above the design temperature may reduce the tube
lifetime, e.g., increasing the temperature by 20 K can half the life-
time Latham et al. (2011), but will not result in immediate negative
consequences). Therefore, allowing S(x) above a threshold value
for finite periods of time may  be perfectly acceptable from a pro-
cess safety perspective, and may  also be economically beneficial by
allowing the closed-loop state to move throughout a larger region
of state-space during process operation.

To allow for this less restrictive process operating strategy (for
processes for which leaving the region where S(x) is less than a
threshold value for finite periods of time is acceptable) while still
utilizing LEMPC to allow for economic optimality of process oper-
ation, the threshold on the Safeness Index can be used as a hard
constraint within LEMPC to form a Safeness Index-based LEMPC
design. Specifically, we propose the following formulation of the
Safeness Index-based LEMPC:

max
u(t) ∈ S(�)

∫ tk+N

tk

Le(x̃(�), u(�))d� (13a)

s.t. ˙̃x(t) = f (x̃(t), u(t), 0) (13b)

u(t) ∈ U, ∀t ∈ [tk, tk+N) (13c)

x̃(tk) = x(tk) (13d)

V(x̃(t)) ≤ �e, ∀t ∈ [tk, tk+N)

if x(tk) ∈ ��e

(13e)
S(x̃(t)) ≤ STH, ∀t ∈ [tk, tk+N)

if S(x(tk)) ≤ STH

(13f)
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∂V(x(tk))
∂x

f  (x(tk), u(tk), 0)

≤ ∂V(x(tk))
∂x

f  (x(tk), h(x(tk)), 0),

if x(tk) ∈ ��/��e or tk > ts or S(x(tk)) > STH

(13g)

here the notation follows that in Eq. (12). The time ts is a pre-
etermined time after which it is desired to apply the constraint of
q. (13g) at each sampling time. The constraint of Eq. (13e) defines
he first operation mode of the LEMPC of Eq. (12) and allows the cost
unction of Eq. (13a) to be maximized while keeping the predicted
losed-loop state within ��e . When the contractive constraint of
q. (13g) is not concurrently applied (as it would be if x(tk) ∈ ��e

ut either tk > ts or S(x(tk)) > STH), the constraints of Eqs. (13e)–(13f)
llow the controller to enforce a potentially dynamic operating
olicy to maximize the process economics while maintaining the
redicted closed-loop state within the region where S(x̃(t)) ≤ STH

Eq. (13f)), defined as the safety zone (i.e., the region where the
afeness Index is less than the threshold value for S(x)). The hard
onstraint on the Safeness Index (Eq. (13f)) may  also be enforced
oncurrently with the contractive constraint if the measured state
s within the safety zone but either x(tk) ∈ ��/��e or tk > ts. The
ole of the contractive constraint is to maintain boundedness of the
losed-loop state within the stability region �� , and also to drive
he closed-loop state back into the safety zone in finite time when
t leaves this region when the LEMPC is feasible at every sampling
ime (an implementation strategy utilizing the LEMPC of Eq. (13)
n combination with a Lyapunov-based controller implemented in
ample-and-hold is proposed below that is guaranteed to provide
losed-loop stability of a nonlinear process within �� and to drive
he closed-loop state back into the safety zone whenever it exits this
egion even if the LEMPC is not feasible at every sampling time).
nlike the stability region �� , the safety zone is not necessary a

orward invariant set because as stated above, the threshold STH

et on the Safeness Index may  define a region that is irregularly
haped; for instance, Fig. 3 shows one possible safety zone that is
ot necessarily a forward invariant set and is irregularly shaped.
n important point regarding this formulation is that the origin of

he nominal closed-loop system of Eq. (1) is always assumed to be
nside the safety zone (i.e., S(x) ≤ STH when x = 0).

The fact that the safety zone is not necessarily a forward invari-
nt set means that feasibility of the LEMPC of Eq. (13) cannot
e guaranteed whenever the constraint of Eq. (13f) is activated
i.e., whenever S(x(tk)) ≤ STH). This means that though the explicit
tabilizing controller h(x̃(tj)), ∀t ∈ [tj, tj+1), j = k, . . .,  k + N − 1, is
uaranteed to meet the constraints of Eqs. (13b)–(13e) and the
onstraint of Eq. (13g) since these constraints form the LEMPC
ormulation of Eq. (12) (Remark 1) and will thus be a feasible con-
rol action whenever S(x(tk)) > STH, this control law is no longer
uaranteed to be feasible when S(x(tk)) ≤ STH. In other words, it
s possible that the only feasible control action that satisfies Eqs.
13b)–(13d) and Eqs. (13e) and/or (13g) (depending on whether
he conditions that activate Eqs. (13e) and (13g) are active) is
(x(tk)) in the first sampling period with either h(x̃(tj)), ∀t ∈ [tj,

j+1), j = k + 1, . . .,  k + N − 1 (if Eq. (13e) is active) or any other con-
rol actions that meet Eq. (13c) if Eq. (13e) is not active but Eq.
13g) is (Remark 1). However, controlling a system under h(x(tk)),
t ∈ [tk, tk+1) (and h(x̃(tj)), ∀t ∈ [tk, tk+1), j = k + 1, . . .,  k + N − 1) only
uarantees that the Lyapunov function of the closed-loop state will
ecrease between two sampling periods, though it may  cause the
yapunov function to decrease along a path that causes the closed-

oop state to leave the safety zone while it decreases the Lyapunov
unction value. If h(x(tk)), ∀t ∈ [tk, tk+1) (and h(x̃(tj)), ∀t ∈ [tj, tj+1),

 = k + 1, . . .,  k + N − 1) is the only feasible solution to the constraints
f Eqs. (13b)–(13d) and Eqs. (13e) and/or (13g), but it drives the
cal Engineering 104 (2017) 76–88

closed-loop state out of the safety zone, the optimization prob-
lem of Eq. (13) becomes infeasible. To deal with this infeasibility
issue, we introduce the following implementation strategy for the
Safeness Index-based LEMPC that utilizes the solution of the Safe-
ness Index-based LEMPC whenever it is feasible and applies the
Lyapunov-based controller in sample-and-hold instead when the
LEMPC is infeasible (closed-loop stability of a nonlinear process
under this implementation strategy is proven in the next section):

(1) At tk, a measurement of the current state x(tk) is received from
the sensors; go to Step 2.

(2) Solve the Safeness Index-based LEMPC problem of Eq. (13) and
then go to Step 3.

(3) If the Safeness Index-based LEMPC problem of Eq. (13) is feasi-
ble, then go to Step 3a. Else, go to Step 3b.
(a) Apply u*(tk|tk) from the Safeness Index-based LEMPC solu-

tion to the nonlinear process in a sample-and-hold fashion,
and then go to Step 4.

(b) Apply the explicit stabilizing controller h(x) in a sample-
and-hold fashion (i.e., u(t) = h(x(tk)) ; ∀ t ∈ [tk, tk+1)). Then
go to Step 4.

(4) Go to Step 1 (k ← k + 1).

Remark 4. It was  noted that the Safeness Index-based LEMPC is
appropriate for processes for which finite-time excursions of the
closed-loop state outside of the safety zone are acceptable from
a process safety standpoint (as will be shown in the next section,
these excursions of S(x) above STH do not jeopardize the closed-
loop stability of the process because the closed-loop state is always
maintained within �� under this implementation strategy) and for
which there are substantial economic benefits for allowing such
excursions. However, for nonlinear processes that cannot tolerate
leaving the safety zone, the Safeness Index-based LEMPC can be for-
mulated to handle such processes. In these cases, S(x) can be defined
as the Lyapunov function scaled by the value of the Lyapunov func-
tion at the boundary of the stability region (i.e., S(x) = xTPx/�), and
STH for use within Eq. (13f) can be chosen sufficiently lower than the
value of the Lyapunov function corresponding to the actual desired
threshold to guarantee closed-loop stability and feasibility within
the safety zone even in the presence of disturbances/plant-model
mismatch. In this case, the safety zone will be a forward invari-
ant set and closed-loop stability of a nonlinear process initiated
within �� , guaranteed entry to the safety zone and maintenance
of the state within the safety zone after it enters this region, and
recursive feasibility of the resulting Safeness Index-based LEMPC
would follow from Albalawi et al. (2016), Heidarinejad et al. (2012)
if the region where V(x) ≤ STH includes a neighborhood of the origin
into which the Lyapunov-based controller implemented in sample-
and-hold would drive the closed-loop state. In this case, h(x̃(tj)),
∀t ∈ [tj, tj+1), j = k, . . .,  k + N − 1, would be a feasible solution to the
Safeness Index-based LEMPC when the process is initialized within
the safety zone.

Remark 5. The fact that S(x) is developed based on the closed-loop
state is vital to its effective use within the safety system. Another
type of constraint that may  be examined as a Safeness Index-based
constraint in the context of MPC  is a constraint that allows the
closed-loop state to increase above a threshold value of S(x) but only
for a limited time. This may  be the case, for example, for a reform-
ing tube of a steam methane reformer, for which increasing the
temperature slightly above the design temperature may  decrease
tube lifetime but would not be expected to immediately rupture

the tube if it had not been in service for long. For this case, the con-
straint of Eq. (13f) can be replaced with tsum ≤ tA to enforce that the
total time tsum in an operating period during which S(x) > STH be no
more than a time length tA.
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emark 6. In both the Safeness Index-based LEMPC formulation
f Eq. (13) and the modification that Remark 5 introduces to the
EMPC formulation of Eq. (13), the value of the Safeness Index for
he predicted state trajectory (S(x̃)) is constrained to be no greater
han the threshold STH over the prediction horizon N� or to not
xceed STH for more than tA. However, in some chemical processes
he safety of the process is a matter of cumulative behavior of the
rocess state over time; for example, if the temperature of a reac-
or is above a certain value over some time, that may  diminish
he material strength of the reactor. In such scenarios, the inte-
ration (summation) of the value of S(x) over a given period of time
ill indicate the safeness of the process. To account for this safety
roperty, the Safeness Index constraint of Eq. (13f) can be replaced
ith
t

0

S(x(t′))dt′ ≤ Sb (14)

here Sb is a parameter dependent on the material strength of the
rocess equipment.

emark 7. In this work, we have focused on the case that a single
pper bound STH is defined on S(x) for use in the control system,
hough the methodology for the development of thresholds on S(x)
nd the constraints on S(x) in the control design can be extended
o the case that there are both an upper bound and a lower bound
n S(x) that indicate the safety of the process (and similarly in the
afety system).

emark 8. The discussion in this section shows that another con-
ideration for setting STH is the control system design that will
ncorporate this threshold. Because S(x) may  exceed STH under the
afeness Index-based LEMPC design (though the state will always
e driven back into the safety zone), the threshold STH may be more
onservatively chosen when such a control design is used. If, as in
emark 4, S(x) is a Lyapunov function, the region in which it is
esired to maintain the closed-loop state for safety reasons may  be
ore directly tied to the values of the process states as the state

pproaches unsafe conditions because the controller can guaran-
ee that the state will not leave the region where S(x) is below a
esired value. Also, to guarantee closed-loop stability under the

mplementation strategy of the control design presented in this
ection (which will be shown in the next section), the safety zone
as to be defined to include ��min , which affects both the form of
(x) and its thresholds.

.4. Feasibility and stability analysis

In this subsection, we present sufficient conditions to show
hat the state of the closed-loop system of Eq. (1) under the Safe-
ess Index-based LEMPC implementation strategy is guaranteed to
nter the safety zone where S(x) ≤ STH in finite time and to remain
ithin the stability region �� at all times. Moreover, we prove that

he closed-loop state is guaranteed to be ultimately bounded in a
mall region containing the origin. To proceed, we  first re-state two
ropositions from Heidarinejad et al. (2012) to define functions and
arameters needed for the proof of closed-loop stability of a non-

inear process the Safeness Index-based LEMPC implementation
trategy, and then present Theorem 1 that gives sufficient condi-
ions for the proof of closed-loop stability of a nonlinear process
nder the Safeness Index-based LEMPC implementation strategy.

roposition 2 (c.f. Heidarinejad et al. (2012), Mhaskar et al. (2013)).

onsider the systems

ẋa(t) = f (xa(t), u(t), w(t))

ẋb(t) = f (xb(t), u(t), 0)
(15)
cal Engineering 104 (2017) 76–88 83

with initial states xa(t0) = xb(t0) ∈ �� . There exists a K function fW(·)
such that

|xa(t) − xb(t)| ≤ fW (t − t0), (16)

for all xa(t), xb(t) ∈ �� and all w(t) ∈ W with

fW (�) = Lw�

Lx
(eLx� − 1). (17)

Proposition 3 (c.f. Heidarinejad et al. (2012), Mhaskar et al. (2013)).
Consider the Lyapunov function V(·) of the system of Eq. (1). There exists
a quadratic function fV(·) such that

V(x) ≤ V(x̂) + fV (|x − x̂|) (18)

for all x, x̂ ∈ �� with

fV (s) = ˛4(˛−1
1 (�))s + Mvs2 (19)

where Mv is a positive constant.

Theorem 1. Consider the system of Eq. (1) in closed-loop under
the implementation strategy (Steps 1–4) of the Safeness Index-based
LEMPC of Eq. (13) based on a controller h(x) that satisfies the conditions
of Eq. (2). Let �w > 0, � > 0, � > �e > �s > 0 satisfy

�e ≤ � − fV (fW (�)) (20)

and

−˛3(˛−1
2 (�s)) + L′xM� + L′w� ≤ −�w/�. (21)

If x(t0) ∈ �� , �min ≤ � and N ≥ 1 where �min is defined as in Eq. (10)
and where the compact set ��min satisfies

��min ⊆ {x ∈ �� : S(x) ≤ STH}, (22)

then the closed-loop state x(t) of Eq. (1) is guaranteed to enter the
safety zone in finite time when x(t0) ∈ �� , to be bounded within ��

at all times, and to be ultimately bounded in ��min .

Proof. The proof consists of two  parts. The first part is the proof
that an input trajectory with characterizable properties exists for
a nonlinear process operated under Steps 1–4 of the Safeness
Index-based LEMPC implementation strategy when x(t0) ∈ �� . The
second part is the proof of the three results of Theorem 1 given these
characterizable properties.

Part 1: To prove the results of Theorem 1, it is necessary to
prove that the inputs applied to the process from the Safeness
Index-based LEMPC implementation strategy are characterizable
so that closed-loop stability of a nonlinear process under such input
trajectories can be investigated. According to the implementation
strategy, in a given sampling period, one of two cases will occur:
(1) the Safeness Index-based LEMPC of Eq. (13) is a feasible opti-
mization problem and u*(tk|tk) is applied to the process for t ∈ [tk,
tk+1); (2) the Safeness Index-based LEMPC of Eq. (13) is not a feasible
optimization problem and h(x(tk)) is applied for t ∈ [tk, tk+1). In the
first case when the Safeness Index-based LEMPC is feasible, this
means that a feasible solution was  determined that satisfied the
constraints of Eqs. (13b)–(13g) for the nominal closed-loop sys-
tem for the given sampling period. In the second case when the
LEMPC is not feasible and h(x) is applied in a sample-and-hold fash-
ion, the conditions of Proposition 1 hold for the given sampling
period. Thus, for any given sampling period, the conditions met
by the control actions that are implemented can be characterized,
and therefore the conditions met  by the input trajectory applied
throughout time can be characterized and thus used in analyzing
closed-loop stability.
Part 2: We now prove the results of Theorem 1. Specifically,
we prove that if the closed-loop state of the nonlinear process
under the Safeness Index-based LEMPC implementation strategy is
initialized within the stability region �� , even outside the safety
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tant species A in the feed and the heat input/removal rate Q. The
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one (i.e., S(x(t0)) > STH), then within finite time the closed-loop
tate will enter the safety zone. Furthermore, we prove that for
ny x(t0) ∈ �� , the closed-loop state remains within the stability
egion �� at all times. We  also show that if tk > ts, then the closed-
oop state will be ultimately bounded in a compact set containing
he origin.

To prove that the closed-loop state will always enter the safety
one in finite time under the Safeness Index-based LEMPC imple-
entation strategy when it is either initiated outside of this region

r leaves this region while operated in closed-loop when the pro-
ess is initiated from any initial condition x(t0) ∈ �� , we  first show
hat the closed-loop state under either a feasible solution to the
afeness Index-based LEMPC of Eq. (13) or under h(x) implemented
n sample-and-hold will drive the closed-loop state toward the set

�min throughout a given sampling period, where ��min is within
he safety zone from Eq. (22). When S(x(tk)) > STH and the Safeness
ndex-based LEMPC is feasible at tk, the contractive constraint of
q. (13g) is active. In Heidarinejad et al. (2012), it is proven that
hen the conditions of Eqs. (20)–(21) are satisfied, V(x(t)) ≤ V(x(tk)),

 t ∈ [tk, tk+1), and V(x(tk+1)) < V(x(tk)) along the trajectories of the
losed-loop system under an LEMPC containing the contractive
onstraint, even in the presence of bounded disturbances, when
(tk) /∈ ��s ⊆ ��min . If the Safeness Index-based LEMPC is infeasible
t tk, h(x(tk)) is applied, which causes Eqs. (7)–(8) to hold when
(tk) /∈ ��s ⊆ ��min . This means that in a given sampling period,
hether u*(tk|tk) is applied or h(x(tk)) according to the implemen-

ation strategy, the Lyapunov function value of the closed-loop
tate is guaranteed to decrease throughout the sampling period. At
ach sampling time until S(x(tk)) ≤ STH, the contractive constraint
f Eq. (13g) will remain active and therefore the Lyapunov function
alue will continue to decrease. Therefore, the closed-loop state
ill either enter the safety zone in finite time (before it enters
�min ), or Eq. (13g) will continue to be applied within the LEMPC

nd the Safeness Index-based LEMPC implementation strategy will
ontinue to cause V(x(t)) ≤ V(x(tk)), ∀ t ∈ [tk, tk+1), until the closed-
oop state enters ��min . Because Eq. (22) holds, and the closed-loop
tate enters ��min in finite time from any initial condition in �� ,
he closed-loop state is thus guaranteed to enter the safety zone,
egardless of its shape, within finite time, from any x(tk) ∈ ��

here S(x(tk)) > STH, even in the presence of disturbances.
To prove that �� is a forward invariant set under the Safeness

ndex-based LEMPC implementation strategy (i.e., when x(t0) ∈
� , x(t) ∈ �� ∀ t ∈ [t0, ∞)), we first demonstrate that in a given

ampling period, if x(tk) ∈ �� , then x(tk+1) ∈ �� both in the case
hat the Safeness Index-based LEMPC of Eq. (13) has a feasible
olution throughout the prediction horizon N�, and in the case
hat it does not and h(x(tk)) is applied for t ∈ [tk, tk+1). When the
afeness Index-based LEMPC is feasible, the stability results of
eidarinejad et al. (2012) hold because they are based only on fea-

ibility of the Lyapunov-based stability constraints of Eqs. (13e) and
13g) and do not depend on whether other constraints such as Eq.
13f) are enforced. Specifically, if x(tk) ∈ ��e such that the con-
traint of Eq. (13e) is active, then x̃(tk+1) ∈ ��e and x(tk+1) ∈ ��

rom the constraint of Eq. (13e), Propositions 2–3, and Eq. (20).
f x(tk) ∈ ��/��e , then Eq. (13g) is active, which decreases the
yapunov function value between two sampling periods and thus
nsures that the closed-loop state enters a lower level set (and thus
annot exit ��). When the Safeness Index-based LEMPC has no
easible solution throughout the prediction horizon, then h(x(tk))
ill be applied between two sampling times, which will decrease

he Lyapunov function between the two sampling times and thus
nsure that the closed-loop state does not leave �� in that sampling
eriod. If x(t0) ∈ �� , then recursive application of the property that

(tk) ∈ �� ensures that x(tk+1) ∈ �� , starting with k = 0, shows that
he Safeness Index-based LEMPC implementation strategy main-
ains the closed-loop state within �� at all times.
cal Engineering 104 (2017) 76–88

To prove that if tk > ts, the closed-loop state under the Safe-
ness Index-based LEMPC implementation strategy is ultimately
bounded in ��min , we  note that under this condition, the contrac-
tive constraint of Eq. (13g) will be active within the LEMPC, and
either the LEMPC will be feasible or h(x(tk)) will be applied to the
process throughout the sampling period. As noted above, control
actions generated from either the LEMPC or from h(x(tk)) under this
condition will continue to decrease the Lyapunov function value
until the closed-loop state enters the compact set ��min in a finite
time. From the definition of ��min , once the closed-loop state enters
��min , if u*(tk|tk) that meets the contractive constraint or h(x(tk))
is then applied to the process, decreasing the Lyapunov function
value until the closed-loop state enters ��s , the closed-loop state
cannot leave ��min . The proof of this is analogous to the proof of
ultimate boundedness in Heidarinejad et al. (2012). �

Remark 9. It is noted that if Eq. (22) holds, then if tk > ts and
the closed-loop state has entered ��min and is ultimately bounded
there, the closed-loop state is within the safety zone for all sub-
sequent times. This shows that if it is found that the closed-loop
state under the Safeness Index-based LEMPC implementation strat-
egy is spending an undesirable length of time above the safety
threshold, the current sampling time tk can be set to ts to cause the
Safeness Index-based LEMPC implementation strategy to drive the
closed-loop state into a region where the threshold on the Safeness
Index is always met  and to maintain closed-loop operation in this
region until the value of STH can be redesigned so that the Safeness
Index-based LEMPC causes the closed-loop state to remain below
a desired threshold for more of the operating time.

4. Application to a chemical process example

In this section, a chemical process example is provided to illus-
trate the ability of the Safeness Index-based LEMPC to maintain
the closed-loop state within a region where S(x(tk)) ≤ STH when
the LEMPC of Eq. (12) would not compute an input trajectory
that achieves this. The chemical process example is a well-mixed,
non-isothermal continuous stirred tank reactor (CSTR) where an
irreversible second-order exothermic reaction takes place. The
reaction transforms a reactant A to a product B (A → B). The feed-
stock of the CSTR consists of pure A and the inlet concentration of
A is CA0. The inlet temperature and feed volumetric flow rate of
the reactor are T0 and F, respectively. The CSTR is equipped with
a heating jacket that heats/cools the reactor at a heat rate Q. The
process has two states, CA for the concentration of the reactant
species A and T for the reactor temperature, and these states are
taken to evolve according to the mass and energy balances derived
from first-principles modeling of the CSTR with standard chemical
engineering assumptions as follows:

dCA

dt
= F

V
(CA0 − CA) − k0e

−E
Rg T C2

A (23a)

dT

dt
= F

V
(T0 − T) + −�H

�LCp
k0e

−E
Rg T C2

A +
Q

�LCpV
(23b)

The notation �H, k0, E, and Rg represent the enthalpy of reaction,
pre-exponential constant, activation energy, and ideal gas constant,
respectively. The reactor volume V, heat capacity Cp, and fluid den-
sity �L within the reactor are assumed constant (process parameter
values are listed in Table 1). The dynamic model of Eq. (23) is
integrated numerically by using the explicit Euler method with an
integration time step of hc = 10−5 h.

The manipulated inputs are the concentration CA0 of the reac-
process of Eq. (23) has three steady-states with associated steady-
state input values [CA0s Qs] =

[
4 kmol

m3 0 kJ
h

]
. The CSTR is operated

around an open-loop asymptotically stable steady-state that occurs
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Table  1
Parameter values.

T0 = 300 K F = 5 m3

h
V = 1.0 m3 E = 5 ×104 kJ

kmol

k0 = 8.46 × 106 m3

kmolh �H =−1.15 × 104 kJ
kmol

Cp = 0.231 kJ
kgK R = 8.314 kJ

kmolK

�L = 1000 kg C = 1.2 kmol

a
t

x

w
t
s
v
m
v
i
b
t
B

L

w
�
l
o

T
s
v

S

w
I
t
t
t
c
o
t
v
o
S
t
e
p
b
e
T
v
(
S

h

the Safeness Index-based LEMPC scheme and the LEMPC scheme
of Eq. (12) are overlapping. This overlap is contributed to by the
goal of both LEMPC’s to maximize the production rate of B within
the stability region over the prediction horizon, which is achieved
m3 As m3

Ts = 438 K CA0s = 4 kmol
m3

Qs = 0 kJ
h

t [CAs Ts] =
[
1.2 kmol

m3 438 K
]
. The dynamic model of Eq. (23) is in

he following class of nonlinear systems:

˙ (t) = f̃ (x(t)) + g1(x(t))u1(t) + g2(x(t))u2(t) (24)

here x(t) and u(t) denote the state and the manipulated inputs of
he CSTR in deviation variable form (i.e., xT = [CA− CAs T − Ts] is the
tate vector and uT = [CA0− CA0s Q − Qs] is the manipulated input
ector), f̃ T = [f̃1 f̃2] is a vector containing the terms in the CSTR
odel that do not include u1 or u2, and gT

i
= [gi1gi2](i = 1, 2) is a

ector containing the terms in the CSTR model that multiply u1 (for
 = 1) or u2 (for i = 2). The magnitudes of the manipulated inputs are
ounded as follows: |u1| ≤ 3.5 kmol

m3 and |u2| ≤ 5 × 105 kJ
h . The con-

rol objective is to maximize the time-averaged production rate of
 using the following stage cost:

e(x, u) = k0e
− E

Rg T C2
A

N�
(25)

here the prediction horizon N = 10 and the sampling period
 = 0.01 h. In addition, a material constraint that represents the

imitation on the amount of reactant material available over a given
perating period tp = 1.0 h is described by the following constraint:

1
tp

∫ tp

0

u1(�)d� = 0.0 kmol/m3. (26)

he Safeness Index function S(x) for the CSTR is designed as follows
o that points in state-space with higher temperatures have larger
alues of S(x):

(x) = ax1 + bx2

max{ax1 + bx2 : V(x) ≤ �} (27)

here a and b are weighting constants. The value of the Safeness
ndex S(x) of Eq. (27) varies between −1 and 1, where −1 indicates
he safest point at which to operate in state-space and 1 indicates
he most unsafe point at which to operate in state-space within
he stability region �� . In the simulation below, the weighting
onstants a and b are set to 1 so that the deviation variable form
f the temperature (x2), which can reach several orders of magni-
ude above the deviation form of CA (x1), contributes heavily to the
alue of the Safeness Index S(x) at a given state. The maximum value
f max{ax1 + bx2 : V(x) ≤ �} within the stability region is 74.46. The
afeness Index threshold value STH is set to 0.6 so that the reactor
emperature in deviation form from the steady-state value cannot
xceed 47 K (i.e., x2 ≤ 47 K). To guarantee closed-loop stability of the
rocess considered under the controller of Eq. (13), a Lyapunov-
ased controller of the form h(x) = [h1(x) h2(x)]T is constructed to
stimate the stability region for the Safeness Index-based LEMPC.
he inlet concentration control law h1(x) is set to its steady-state
alue (h1(x) = 0.0 kmol/m3) so that the material constraint of Eq.
26) is met. The following feedback law (Sontag control law Lin and
ontag (1991)) is utilized for the heat rate u2:⎧ √

2(x) =

⎪⎨
⎪⎩
−

Lf̃ V + Lf̃ V2 + Lg2 V4

Lg2 V
, if Lg2 V /= 0

0, if Lg2 V = 0

(28)
cal Engineering 104 (2017) 76–88 85

where Lf̃ V and Lg2 V are the Lie derivatives of the Lyapunov function

V(x) with respect to the vector fields f̃ (x) and g2(x) respectively.
The control law of Eq. (28) is subject to the input constraint (i.e.,
|h2(x)| ≤ 5 × 105 kJ

h ). Extensive closed-loop simulations were per-
formed under the Lyapunov-based controller h(x) to construct the
regions needed in designing stability constraints in the LEMPC of
Eq. (12). A quadratic Lyapunov function of the form V(x) = xTPx was
utilized to estimate the stability region of the closed-loop system
with the following positive definite P matrix:

P =
[

1060 22

22 0.52

]

Using this Lyapunov function, � was  chosen to be 368 and �e was
chosen to be 340.

To show that the Safeness Index-based LEMPC is capable
of maintaining closed-loop operation within the region where
S(x) ≤ STH, even when the LEMPC of Eq. (12) without the Safe-
ness Index-based constraint would not achieve this, we apply both
controllers to the CSTR of Eq. (23), where the two  optimization
problems at each sampling time were solved using the interior-
point solver Ipopt Wächter and Biegler (2006). The CSTR was
initiated in both cases from the steady-state (xT

int =
[
0 kmol

m3 0 K
]
)

where the Safeness Index S(x) equals zero.
Fig. 4 shows the closed-loop input trajectories for the CSTR

under the Safeness Index-based LEMPC scheme and the LEMPC
scheme of Eq. (12) throughout one hour of operation. The input
met  the material constraint of Eq. (26) under both controllers. Also,
the heat rate u2 of both schemes settled at its steady-state value
u2 = 0 kJ

h for close to eighty percent of the one hour of operation,
and then deviated from its steady-state value at the end of the sim-
ulation so that the other constraints of the formulation (e.g., the
material constraint) could be met  by the controller while contin-
uing to optimize process economics. Fig. 5 depicts the trajectories
of the reactant concentration and reactor temperature in deviation
from the steady-state values ([x1 x2] = [CA− CAs T − Ts]). From Figs. 4
and 5, it is seen that before the end of the simulation, the behav-
ior of the closed-loop state and the input trajectories under both
Fig. 4. Manipulated input profiles for the closed-loop CSTR under the LEMPC design
of  Eq. (12) and under the Safeness Index-based LEMPC design of Eq. (13) for the

initial condition xT
int
=

[
0 kmol

m3 0 K
]

.
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trajectories presented.

Remark 10. In the above simulation results, for both nominal
process operation (i.e., w = 0) and in the presence of disturbance,
ig. 5. The state profiles for the closed-loop CSTR under the LEMPC design of Eq.
12) and under the Safeness Index-based LEMPC design of Eq. (13) for the initial

ondition xT
int
=

[
0 kmol

m3 0 K
]

.

nder both LEMPC’s for much of the period of operation by main-
aining the closed-loop state at [x1 x2] =

[
−0.477 kmol

m3 44.6 K
]
,

hich is within the safety zone (i.e., S(x) = 0.59 ≤ 0.6 where x =
−0.477 kmol

m3 44.6 K
]
). At the end of the simulation, the LEMPC’s

nsure that the material constraint of Eq. (26) is met  before the
nd of the operating period. When the constraint on S(x) is not
mposed, the LEMPC of Eq. (12) computes a solution that maximizes
he process economics, but leaves the safety region; therefore, the
afeness Index-based LEMPC computes a different trajectory than
he LEMPC of Eq. (12) at the end of the prediction horizon that

eets the material constraint and also maximizes the process eco-
omics but subject to the requirement that the closed-loop state
annot leave the safety region. Specifically, Fig. 5 shows that the
losed-loop trajectory of the reactor temperature under the Safe-
ess Index-based LEMPC decreases, while that under the LEMPC
esign of Eq. (12) exceeds the maximum temperature set by the
afeness Index function S(x) because it lacks the Safeness Index-
ased constraints.

Fig. 6 further demonstrates that the LEMPC of Eq. (12) causes STH

o be exceeded at the end of the operating window by presenting
he Safeness Index value S(x) for the LEMPC of Eq. (12) and the Safe-
ess Index-based LEMPC over the operating window. Fig. 7, which
isplays the state-space trajectories of the reactant concentration
nd reactor temperature in deviations from the steady-state values
[x1 x2] = [CA− CAs T − Ts]), also shows this. The closed-loop trajec-
ory under the LEMPC of Eq. (12) is seen to leave the safety zone
shaded gray), whereas the closed-loop state under the Safeness
ndex-based LEMPC never leaves the safety zone.

To illustrate the robustness of the Safeness Index-based LEMPC
f Eq. (13) and the LEMPC of Eq. (12), a bounded disturbance vec-
or wT = [w1w2] was added to the right-hand side of Eq. (23). The
ounded disturbance vector wT = [w1w2] corresponds to Gauss-

an white noise with variances 	1 = 1 kmol
m3 and 	2 = 20 K with

w1| ≤ 1 kmol
m3 and |w2| ≤ 20 K. Figs. 8 and 9 show the correspond-

ng manipulated input and state profiles starting from the same
nitial condition but under bounded process disturbances for both
chemes. In the presence of disturbances, the inlet concentration

1 satisfied the material constraint of Eq. (26) under the Safeness
ndex-based LEMPC and the LEMPC of Eq. (12). The heating rate
2 exhibited similar closed-loop behavior as the case of nominal
peration for the Safeness Index-based LEMPC, while u2 exhibited
Fig. 6. The Safeness Index function S(x) for the closed-loop CSTR under the LEMPC
design of Eq. (12) and under the Safeness Index-based LEMPC design of Eq. (13) for

the  initial condition xT
int
=

[
0 kmol

m3 0 K
]

.

different closed-loop behavior for the LEMPC in the presence of dis-
turbances. Unlike the case of nominal operation, the closed-loop
trajectory of the reactor temperature under the LEMPC exceeds
the maximum allowable temperature 47 K for almost half of the
operating window due to the disturbance. Figs. 10 and 11 demon-
strate that the Safeness Index-based LEMPC was able to maintain
the closed-loop state within the safety zone at all times even in
the presence of uncertainty while the closed-loop state trajectory
under the LEMPC of Eq. (12) left the safety zone and never went
back to it. It is noted that the two simulations under the different
controllers in Figs. 8–11 had different realizations of the process
disturbance than each other at each sampling time (though with
the same bounds and standard deviation for the disturbance dis-
tribution), which has also contributed to the differences in the
Fig. 7. The state-space profile for the closed-loop CSTR under the LEMPC design of
Eq.  (12) (black trajectory) and under the Safeness Index-based LEMPC design of Eq.

(13) (dark gray trajectory) for the initial condition xT
int
=

[
0 kmol

m3 0 K
]

.
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Fig. 8. Manipulated input profiles for the closed-loop CSTR under the LEMPC design
o
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Fig. 10. The Safeness Index function S(x) for the closed-loop CSTR under the LEMPC
design of Eq. (12) and under the Safeness Index-based LEMPC design of Eq. (13) for

the  initial condition xT
int
=

[
0 kmol

m3 0 K
]

with bounded process disturbances.
f  Eq. (12) and under the Safeness Index-based LEMPC design of Eq. (13) for the

nitial condition xT
int
=

[
0 kmol

m3 0 K
]

with bounded process disturbances.

he Safeness Index-based LEMPC of Eq. (13) was  feasible at each
ampling time when different values of the upper bound of the
isturbance were considered. However, in the presence of distur-
ances that have certain upper bound values (e.g., �1 = 1 kmol

m3 and

2 = 40 K), the classical LEMPC was infeasible toward the end of
he operating time period. The proof of closed-loop stability and
ecursive feasibility of the LEMPC illustrated that for sufficiently
mall sampling period � and sufficiently small upper bound of the
isturbance �, the LEMPC is guaranteed to be feasible at each samp-

ing time. Nevertheless, determining exactly the value of the upper
ound of disturbance � that can ensure feasibility of the LEMPC is
ifficult due to the nonlinearity and nonconvexity of the problem. In
ddition, incorporating the material constraint of Eq. (26) into both
he classical LEMPC and the Safeness Index-based LEMPC does not
llow guaranteeing a priori closed-loop stability and feasibility of

oth optimization problems. However, for the value of the upper
ounds considered in this simulation

(
�1 = 1 kmol

m3 and �2 = 20 K
)

,
oth optimization problems were feasible at each sampling time.

ig. 9. The state profiles for the closed-loop CSTR under the LEMPC design of Eq.
12) and under the Safeness Index-based LEMPC design of Eq. (13) for the initial

ondition xT
int
=

[
0 kmol

m3 0 K
]

with bounded process disturbances.

Fig. 11. The state-space profile for the closed-loop CSTR under the LEMPC design of
Eq.  (12) (black trajectory) and under the Safeness Index-based LEMPC design of Eq.
(13) (dark gray trajectory) for the initial condition xT
int
=

[
0 kmol

m3 0 K
]

with bounded

process disturbances.

5. Conclusion

In this work, a Safeness Index was developed that can coor-
dinate, for the first time, the control and safety systems within a
chemical process plant. Specifically, an approach for defining the
functional form of the Safeness Index S(x) was presented, and a
methodology of choosing the threshold STH of the Safeness Index
S(x) was given. To demonstrate the use of this Safeness Index
within a control system, an LEMPC scheme with a hard Safe-
ness Index-based constraint was  presented to integrate feedback
control, process safety and process economics within a unified
framework. An implementation strategy was developed that is
guaranteed, under sufficient conditions, to drive the closed-loop
state into the region where the Safeness Index is less than a desired

threshold when initiated from any state within the stability region.
The proposed method was  demonstrated through a chemical pro-
cess example to be capable of maintaining the closed-loop state
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ithin a safe region of operation while maximizing process eco-
omics. An illustration of how to define the Safeness Index S(x) and

ts threshold was given in the context of a non-isothermal continu-
us stirred tank reactor (CSTR) example where the temperature of
he reactor has the largest effect on the safeness of the process.

cknowledgements

Financial support from the National Science Foundation and the
epartment of Energy is gratefully acknowledged.

eferences

hooyi, T.M., Soroush, M.,  Arbogast, J.E., Seider, W.D., Oktem, U.G., 2016.
Model-predictive safety system for proactive detection of operation hazards.
AIChE J. 62, 2024–2042.

IChE, 1994a. Dow’s Chemical Exposure Index Guide, First ed. AIChE, New York,
NY.

IChE, 1994b. Dow’s Fire and Explosion Index Hazard Classification Guide, Seventh
ed. AIChE, New York, NY.

lbalawi, F., Alanqar, A., Durand, H., Christofides, P.D., 2016. A feedback control
framework for safe and economically-optimal operation of nonlinear
processes. AIChE J. 62, 2391–2409.

lbalawi, F., Durand, H., Alanqar, A., Christofides, P.D., 2017. Achieving operational
process safety via model predictive control. J. Loss Prev. Process Ind., in press.

therton, J., Gil, F., 2008. Incidents that Define Process Safety. John Wiley & Sons,
Hoboken, NJ.

hristofides, P.D., El-Farra, N.H., 2005. Control of Nonlinear and Hybrid Process
Systems: Designs for Uncertainty, Constraints and Time-Delays.
Springer-Verlag, Berlin, Germany.
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