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The development of a three-dimensional, multiscale computational fluid dynamics (CFD) model is pre-
sented here which aims to capture the deposition of amorphous silicon thin films via plasma-enhanced
chemical vapor deposition (PECVD). The macroscopic reactor scale and the microscopic thin film growth
domains which define the multiscale model are linked using a dynamic boundary which is updated at

the completion of each time step. A novel parallel processing scheme built around a message passing
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interface (MPI) structure, in conjunction with a distributed collection of kinetic Monte Carlo algorithms,
is applied in order to allow for transient simulations to be conducted using a mesh with greater than 1.5
million cells. Due to the frequent issue of thickness non-uniformity in thin film production, an improved
PECVD reactor design is proposed. The resulting geometry is shown to reduce the product offset from
~25nm to less than 13 nm using identical deposition parameters.
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1. Introduction

The past two decades have seen continual development in the
multiscale modeling of plasma-enhanced chemical vapor deposi-
tion (PECVD) with specific applications to the manufacturing of
silicon thin films for use in the photovoltaic and microelectron-
ics industries (e.g., Collins et al. (1994); da Silva and Morimoto
(2002); Rasoulian and Ricardez-Sandoval (2015)). Accurate model-
ing of thin film deposition remains a key element in the effort to
improve product quality and to cut down on manufacturing costs
due to the difficulties associated with continuous and/or in situ
measurements during chambered deposition processes (Economou
et al., 1989; Rasoulian and Ricardez-Sandoval, 2014; 2015). Re-
cently, Crose et al. (2017b) demonstrated a novel multiscale com-
putational fluid dynamics (CFD) model, which combined a macro-
scopic CFD domain with a microscopic surface domain through a
common boundary which lies on the surface of the silicon wafer.
Although advanced modeling of chemical reactors via CFD has ex-
isted for some time (Gerogiorgis and Ydstie, 2005), the work of
Crose et al. (2015) was the first to capture the link between PECVD
reactor behavior and the microscopic domain. In particular, non-
uniform deposition of a-Si:H (amorphous silicon) films was stud-
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ied and provided a basis for future multiscale CFD modeling en-
deavors. Nonetheless, the two-dimensional axisymmetric nature of
the model limits the exploration of some phenomena which ex-
ist in the three-dimensional in space process. Specifically, two-
dimensional (2D) axisymmetric models cannot represent the full
geometry of showerhead holes that provide reactant gases to the
plasma region - a key feature when considering the uniformity of
thin film products.

Given the aforementioned motivations, the framework previ-
ously developed for use in 2D applications is extended here to
the three dimensional in space domain. Using a three-dimensional
(3D) rendering which captures the typical geometry of cham-
bered, parallel-plate PECVD reactors, a CFD model is proposed in
the present work which is capable of reproducing accurately both
plasma chemistry and fluid flow into the reaction zone through the
showerhead region. With regard to the microscopic domain (i.e.,
the surface of the silicon wafer), a detailed kinetic Monte Carlo
(kMC) algorithm developed previously by Crose et al. (2017b) is
applied in order to capture both the exchange of mass and en-
ergy, as well as the microstructure of the a-Si:H thin film. Given
that the startup and operation of PECVD reactors are inherently
dynamic, the proposed simulations cannot derive accurate reac-
tor behavior from steady-state solutions; however, the computa-
tionally demanding nature of the transient simulations necessitates
the use of a parallel computation strategy as well as taking ad-
vantage of multiple-time-scale phenomena occurring in the pro-
cess. In this work, a Message Passing Interface (MPI) structure is
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(a) Structured mesh

(b) Unstructured mesh

Fig. 1. (a) 2D axisymmetric geometry after discretization using a structured mesh
containing 120,000 cells. (b) Collection of 1.5 million polygons which define the
unstructured, 3D mesh.

adopted which allows for the discretization of both the macro-
scopic CFD volume and the microscopic kMC algorithm. The out-
lined multiscale model including its parallel implementation is ap-
plied to the deposition of 300nm thick a-Si:H thin films reveal-
ing significant non-uniformities in the thickness of the thin film
product. An improved reactor geometry is proposed which utilizes
a polar showerhead arrangement and a radially-adjusted shower-
head hole diameter. This geometry is shown to reduce thickness
non-uniformity in the a-Si:H thin film product from ~ 8% to less
than 4%, representing significant product quality improvement and
financial savings.

2. Three-dimensional modeling

Recently, Crose et al. (2017b) demonstrated the need for mul-
tiscale modeling in the PECVD process due to the interconnec-
tion between the macroscopic, reactor scale and the microscopic,
thin film growth domains. Specifically, a two-dimensional (2D) ax-
isymmetric geometry was used in the creation of the reactor mesh
and a hybrid kinetic Monte Carlo (kMC) algorithm was applied to
capture the growth of amorphous silicon (a-Si:H) thin film layers.
The common boundary between the reactor mesh and microscopic
model is of key importance as it allows for the distinct domains to
remain linked throughout the course of transient simulations, and
will be discussed at length in the multiscale workflow section. Al-
though this model has proved useful in designing optimized reac-
tor operational strategies, some features of the PECVD reactor are
lost when using 2D representations. In looking at Fig. 1a and 1 b,
the difference between showerhead geometries becomes clear: the
cylindrical showerhead holes and their associated spatial arrange-
ment of the 3D system cannot be directly translated to 2D models.

Given the primary motivation of addressing a-Si:H thin film prod-
uct quality (in particular, thin film spatial non-uniformity) through
improved PECVD reactor design, in this work the development of
a 3D multiscale CFD model will be presented including both the
macroscopic and microscopic domains, as well as the associated
dynamic boundary conditions and parallel computing implementa-
tion.

2.1. CFD geometry and meshing

As discussed previously, we utilize a 3D, cylindrical PECVD reac-
tor geometry (see Fig. 1b) with dimensions typical of those used in
industry. The showerhead holes, visible in Figs. 1b and 14 a, have
a diameter of 1 cm and are evenly spaced in a rectangular array
throughout the inlet region. In order to solve the partial differen-
tial equations which capture the gas phase mass, momentum and
energy balances, the reactor geometry is discretized using an un-
structured mesh containing ~ 1.5 million tetrahedral cells. While
previous efforts in modeling PECVD systems have relied on struc-
tured meshing (e.g., Crose et al. (2017b)) due to the possibility for
higher mesh quality, in terms of orthogonality and aspect ratio,
these models were based on 2D geometries with rectangular struc-
tures; however, in this work the curvature of the cylindrical reac-
tor shell and showerhead holes favor the use of unstructured mesh
compositions.

Specifically, the reactor mesh is built from a collection of tetra-
hedral cells with non-uniform cell density. Regions in which signif-
icant gradients are expected in temperature, species concentration,
flow velocity, etc. (i.e., near walls, corners and highly curved sur-
faces) have been given higher cell density as opposed to the bulk
fluid regions, see Fig. 1b. In order to obtain industrially relevant
plasma distributions and thin film growth, accurate flow modeling
of the process gas throughout the chamber is paramount. As an ad-
ditional consideration, the cell density near surfaces is directly cor-
related to the flow characteristics of the gas, and in particular, the
boundary layer which is formed at the interface of the fluid and
solid phases. Given the relatively low flow rate of process gas (75
SCCM) and low chamber pressure (1Torr), flow along the surface
of the wafer is expected to be laminar (note: preliminary results
from the macroscopic model and earlier work suggest a Reynold’s
number of Re = 2.28 x 10~%). As a result, the mesh density di-
rectly above the substrate surface has been tuned such that the
boundary layer may be captured within one cell ‘layer’ to provide
accurate predictions necessary for the linked microscopic model.
Although the choice to use an unstructured mesh in this manner
rather than a simplified structured mesh comes at the cost of com-
putational efficiency, the ease in designing new reactor geometries
without constraints for showerhead hole size and curvature neces-
sitates its use and the associated computational demands will be
discussed at length in the parallel programming section below.

It is important to note that throughout this work ANSYS soft-
ware is applied to the creation of the geometric mesh (specifically,
ICEM meshing) and as a solver for the PDEs describing transport
phenomena and chemical reactions (ANSYS Inc., 2013). The AN-
SYS Fluent software alone cannot yield a multiscale model for the
PECVD process of interest; consequently, three user defined func-
tions (UDFs) have been developed to tailor the solver to the depo-
sition of a-Si:H thin films. More specifically, the thirty four most
dominant gas phase reactions have been accounted for via a vol-
umetric reaction scheme which includes terms for the nine pri-
mary plasma reactions which lead to thin film growth. The nec-
essary electron density within the plasma region is calculated us-
ing a product of the zero-order Bessel function and a sine function
which account for the spatial dependencies within the cylindrical
reaction zone. The third UDF necessary to the multiscale nature
of the model simulates the growth of a-Si:H thin films along the
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Fig. 2. Individual unit cell within the unstructured mesh.

surface of the wafer substrate. The details of these UDFs, in par-
ticular the kinetic Monte Carlo (kMC) algorithm which defines the
microscopic domain, are expanded upon at length in the following
sections.

2.2. Gas-phase model

Growth of amorphous silicon layers within a PECVD reactor is
intimately tied to the physio-chemical phenomena that govern the
gas phase. Mass, momentum and energy balances each play a key
role in predicting the conditions at the shared boundary between
the macroscopic and microscopic domains. To that end, traditional
analytic solutions to the gas-phase model are viable only for sim-
plified geometries or systems which fail to provide meaningful re-
sults that can be applied to industrially used PECVD systems. By
defining the mesh structure as described in the previous section,
numerical methods may be introduced which are capable of solv-
ing the complex computational fluid dynamics equations with high
resolution. Specifically, at every time step, the governing equations
are discretized in alignment with the cell distribution presented in
Fig. 1b, allowing for the ANSYS Fluent solver to implement finite
volume methods. Extended functionality of the Fluent solver (i.e., a
tailored solution specific to deposition via PECVD) is achieved us-
ing the aforementioned user defined functions (see Fig. 2 for an
example tetrahedral cell element as viewed by the solver).

The continuity, energy and momentum equations employed in
this work are standard and as such will be presented only briefly
without rigorous derivation. An in-depth description of the flow
field equations can be found in the Fluent user manual (ANSYS Inc.,
2013). In a generalized vector form, the governing equations are
given by the following system:

S (o) + V(o) = ~Vp+ Vi 4 pg+ F (1)
E M[(vm Vi) - %vm] 2)
%@E) +V@(E+p) = V(YT - Sh'+ FD) +S,  (3)
SOV 4V (o) = -V 4R+, 4)
Ji= D VY~ Dy (5)

where p is the density of the gas, ¥/ is the physical velocity vector,
p is the static pressure, 7 and I are the stress and unit tensors,

Table 1
Reactions included in the gas-phase model. Note: Rate constants have units of cm3/s
and have been adopted from the collection prepared by Kushner (1988).

Reaction Mechanism Rate constant
R! e"+H, -» 2H 7.66 x 1012
R? e~ +SiHq — SiH3 +H 9.57 x 1013
R? e~ +SiH, — SiH] + H 3.40 x 1012
R4 e~ + SiH4 — SiH, + 2H 113 x 103
R® e~ +SiHy — SiH+H, + H 5.62 x 102
RS e~ +SiHy — Si+H, +2H 6.70 x 10'2
R? e~ + SipHs — SiHs + SiH, + H 2.15x 103
R® e~ + SipHg — H3SiSiH + 2H 7.41 x 1013
R° e~ + SisHg — H3SiSiH + SiH, 3.35x 10"
R H + SiH, — SiH3 6.68 x 10"
RM H + SiH, — SiH + H, 1.20 x 103
R™? H + SiH3 — SiH, + H, 1.20 x 10"
R® H + SiHy — SiH3 + H, 1.38 x 102
R H + H,Si = SiH, — SiHs 3.01 x 1012
R H + SipHg — SiHy + SiHs 4.03 x 1012
R'6 H + SiyHg — SioHs + H; 7.83 x 1012
RY H + Si3Hg — SipHs + SiHy 1.19 x 10%2
R H, + SiH — SiH3 1.20 x 102
R® H, + SiH, — SiHy4 1.20 x 10™
R?® SiH, + SiH4 — SiHg 6.02 x 1012
R? SiH; + SiH3 — SiH4 + SiH; 4.22 x 1012
R?? SiH; + SiH3 — SiHg 6.02 x 102
R% SiH + SiH4 — SiyHs 1.51 x 1012
R* SiH, + SiH4 — H3SiSiH + H, 6.02 x 102
R?> SiH, + SipHg — SizHg 723 x 1013
R SiH, + SiH3 — SiyHs 2.27 x 10
R¥ SiH; + SiH3 — SiH4 + SiH, 4.06 x 1013
R%8 SiH3 + Si;Hg — SiHg + SioHs 1.98 x 1013
R?® SipHs + SiHy4 — SiH3 + SiyHg 3.01 x 10"
R3° SiH5 + Si;Hs — Si3Hg 9.03 x 1013
R3! H3SiSiH + SiH4 — Si3Hg 6.02 x 102
R3?2 SiHs + SipHs — SisHg + SiH, 9.03 x 103
R® H;SiSiH — H,Si = SiH, 2.71 x 10"
R H,Si = SiH, — H3SiSiH 2.29 x 100

J is the diffusive flux, Y; is the mass fraction of species i, D; is the
diffusion coefficient of species i, and Sp,, R; and S; are terms specific
to the UDFs utilized in this work and will be defined below.

As mentioned in the previous subsection, three predominant
UDFs are used to tailor the functionality of the generalized Flu-
ent solver to the problem of interest in this work, the first of
which accounts for the volumetric reactions occurring above the
substrate surface. Although extensive reaction sets have been pro-
posed which detail all possible intermediate and aggregate species
involved in the deposition of a-Si:H films (e.g., Kushner (1988)),
here we limit the scope to the twelve most dominant species and
their associated thirty-four gas-phase reactions. A complete list-
ing of the reactions, mechanisms and rate constants are given in
Table 1. Thus, the R; terms in the mass balance presented above
are a product of this reaction set and are updated by the UDF dur-
ing each time step.

The terms S, and S; appearing in Eqgs. 3 and 4, respectively,
refer to user defined sources or sinks. During the deposition of
amorphous silicon, mass is drawn from the gas phase in the form
of SiH; and H radicals, and mass is likewise reintroduced to the
macroscopic domain due to hydrogen abstraction from the sub-
strate surface via the formation of the stable species, SiH; (note:
this phenomena is visible in Fig. 4a). The S; term acts as a dy-
namic boundary condition which is updated based on the trans-
fer of mass during the previous microscopic simulation cycle, with
units of kg s~'m~2. In other words, at the end of a time step the
amount of mass (for each species) withdrawn from, or introduced
to, the macroscopic domain is reported from the individual mi-
croscopic calculations. Subsequently, the boundary conditions for
the two-dimensional areas which define the interfaces of the kMC
regions are updated before the next time step commences. Addi-
tionally, the formation and breaking of chemical bonds along the
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Fig. 3. Electron density within 3D axisymmetric PECVD geometry (cm~3).
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Fig. 4. (a) Finite element adjacent to the substrate surface with dynamic boundary condition calculated via microscopic simulation domain. (b) Kinetic Monte Carlo setup
within overall multiscale simulation. Wafer substrate discretized in both the x and y directions forming a ‘grid’ structure.

amorphous surface causes an exchange of energy between the sub-
strate and the continuous gas phase which is tracked through the
Sy term. For clarification on the dynamic boundary conditions and
their role in the overall multiscale model, please refer to the mul-
tiscale workflow section below.

2.2.1. Electron density profile

In looking at Table 1, reactions R! through R° involve the in-
teraction of free electrons and stable species; these nine reactions
define the plasma chemistry necessary for the deposition of SiHj
and H. As such, the electron density is key to the accuracy of the
plasma phase and the corresponding growth of thin film layers.
For plasmas generated from radio frequency (RF) discharges within
cylindrical geometries, literature has shown that the electron den-
sity can be accurately estimated from the product of the zero or-
der Bessel function and a sine function whose period is twice the
distance between the showerhead and wafer substrate (Park and
Economou, 1991). This is described by the following equation:

Ne(1,2) = Neo - Jo (2.405L> -sin <E> (6)
1t D
where ne, is the maximum electron density, Jy is the zero order
Bessel function of the first kind, r¢ is the radius of the reactor,
and D is the distance between the showerhead and wafer (i.e., the
parallel plate spacing). The distribution seen in Fig. 3 is the re-
sult of applying the aforementioned electron density to the three-
dimensional PECVD geometry presented earlier. The free electron
‘cloud’ remains bounded by the charged region between the cylin-
drical walls of the reaction chamber and the parallel plates which
make up the showerhead and substrate platform. As expected, the
zero order Bessel function enforces a maximum density in the cen-

ter of the reactor which trails off near the exit ports along the
edge.

2.3. Microscopic domain

While the CFD model itself, along with the UDFs for the gas
phase reactions and electron density, define the macroscopic do-
main, the microscopic domain is contained entirely within the
third and final UDF; specifically, as radicals diffuse from the gas
phase down to the substrate surface, they enter the microscopic
domain. In looking at Fig. 4a, finite elements (i.e., mesh cells)
which share a boundary with the substrate surface allow for the
exchange of SiH3 and H radicals. This mechanism makes possible
the interconnection between the two distinct simulation domains.
While tracking of each individual particle remains a computation-
ally infeasible task, growth of a-Si:H thin film layers may still be
achieved using a network of parallel kinetic Monte Carlo (kMC) al-
gorithms. Specifically, the substrate surface is broken down into
discrete regions along the x — y plane as shown in Fig. 4b, and
within each region an independent kMC simulation is executed.
Each simulation consists of a lattice of width 1200 particles which
captures the growth of a representative a-Si:H layer within the
associated region. The tetrahedral cells bordering each region are
assigned dynamic boundary conditions corresponding to the ex-
change of mass and energy due to thin film growth at each time
step (see Fig. 4a). Details concerning the development of the mi-
croscopic UDF, including both the parallel kMC structure and dy-
namic boundary conditions, will be discussed in detail in the fol-
lowing subsections.
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2.3.1. Thin-film growth chemistry

Before the microscopic model is presented, it is important
to detail the chemical phenomena which occur along the sur-
face of the growing thin film layer. Only SiH3 and H appear in
this text as deposition species due to experimental results from
Perrin et al. (1998) and Robertson (2000) which indicate that
greater than 98% of amorphous silicon deposition can be attributed
to these species alone.

In order for growth of the a-Si:H thin film to occur, particles
must diffuse from the gas phase to the wafer substrate, and subse-
quently stick to the hydrogenated surface. Upon striking the sur-
face, SiH3 and H radicals may either be deflected back into the
gas phase or physisorption may occur at hydrogenated silicon sites
(= Si—H) as evidenced by the following reaction set:

SiH3(g) + =Si—H—>=Si—H. - SiH3(s) 7)
H(g)+=Si—-H—>=Si—H---H(s).

The probability for a particle which strikes the surface to remain
on the surface is known as the sticking coefficient and will be con-
sidered in the kinetic Monte Carlo section to follow. Once a weak
hydrogen bond has been formed, physisorbed radicals may follow
one of two distinct mechanisms; the first and most dominant of
which is rapid diffusion across the surface of the lattice via migra-
tion:

=Si—H..-SiH3(s)+=Si—-H — =Si—H+=Si—H---SiH3(s)
=Si—-H.---H(s)+=Si—-H - =Si—-H+=Si—H---H(s).

(8)

Alternatively, a particle may return to the gas phase through the
abstraction of a surface hydrogen,

=Si—H..-SiH3(s)+ =Si—H — =Si —H+ =Si® + SiH4(g),

9)
whereby a physisorbed radical removes a neighboring hydrogen
atom and reforms the stable species (e.g., SiH4 or H, in the case of
two species deposition). This process leaves behind dangling bonds
(= Si%) which are crucial to the growth of the amorphous silicon
film. Growth of the lattice proceeds unit by unit via chemisorption
of SiH3 at dangling bond sites (i.e., the Si atom forms a covalent
bond, permanently fixing its location within the amorphous struc-
ture) as shown in the following reactions:

=Si—H---SiHs(s)+ =Si® - =Si— H4 = Si— SiHs
=Si% + SiH;(g) — =Si— SiH;.

The second reaction listed above suggests a gas phase radical may
directly chemisorb at an existing dangling bond site without first
migrating around the hydrogenated surface. While these events are
unlikely due to the relative infrequency of dangling bonds across
the surface area of the a-Si:H film, they are not strictly forbidden
and must be considered in the development of the microscopic
model. It is important to note that chemisorption of H only results
in a return of the surface to its original, hydrogenated state:

=Si—H.-.-H(G)+ =S > =Si—-H+ =Si—H
ESiO+H(g) —=Si—H.

A simplified illustration of the surface chemistry can be seen in
Fig. 5.

(10)

(11)

2.3.2. Lattice characterization and relative rates

In our early work on modeling PECVD systems (Crose et al.,
2015), a solid-on-solid (SOS) lattice was used to represent the
microscopic structure of the growing a-Si:H thin film. Although
a two-dimensional SOS lattice remains the most efficient lattice
structure from a computational standpoint, no vacancies or voids
are permitted within the bulk material. Given that experimen-
tally grown a-Si:H layers are observed to have void fractions in

the range of 10-20%, our recent works have alternatively utilized
a triangular framework (Crose et al., 2017a,b). By eliminating the
restriction of SOS behavior and introducing close-packed groups
with a minimum of two nearest neighbors, overhangs may develop
which in turn lead to voids in the triangular lattice (see Fig. 6). It
is important to note that while the overall multiscale model op-
erates in three dimensional space, the lattice which defines the
microscopic domain remains two dimensional. Although the effort
required to expand the lattice structure into a third coordinate is
relatively minimal, the computational cost of doing so would be
non-trivial. Given that the goal of the microscopic model (i.e., the
lattice structure and associated kinetic Monte Carlo algorithm), is
to capture the growth rate of amorphous silicon deposition, noth-
ing would be gained from a three dimensional lattice; particle in-
teractions, void formation and steric hindrance are accurately ex-
pressed in the proposed triangular lattice model.

Each grid location defined in Fig. 7 represents an independent
microscopic simulation. Within these discrete grid cells exists a
representative triangular lattice whose size can be characterized by
the product of the length and thickness. The number of lateral sites
is denoted by L and is proportional to the physical lattice length by
0.25 x L, given a hard-sphere silicon diameter of ~0.25nm. The
thickness, t, may be calculated from the number of monolayers, H,
by the following equation:
t=025-H- é ,

2

where the factor 0.25 accounts for the diameter of individual sil-
icon atoms and +/3/2 accounts for the reduction in thickness due
to the offset monolayers which result from the close-packed struc-
ture of the triangular lattice (refer to Fig. 6). The number of lateral
sites remains fixed at L = 1200 for each discrete microscopic sim-
ulation zone. This length allows for adequate development of thin
film morphology and reduces wall effects without being so large as
to necessitate the inclusion of spatial variations across individual
lattices. To be clear, while significant gradients exist in the species
concentrations within the PECVD reactor and from one grid loca-
tion to another (e.g., Figs. 4b and 7), finite microscopic simulations
of length ~300nm can be assumed to experience uniform depo-
sition.

Migration and hydrogen abstraction involve species which ex-
ist on the surface of the thin film; as a result, these reactions are
thermally activated events and follow a standard Arrhenius-type
formulation:

E;/kgT

(12)

(13)

where v; is the attempt frequency prefactor (s—!) and E; is the ac-
tivation energy of radical i. Frequency prefactor and activation en-
ergy values are drawn from Bakos et al. (2005, 2006) to correspond
to the growth of a-Si:H films via the two species deposition of SiH3
and H.

Physisorption events originate within the gas-phase and can be
described by an athermal or barrierless reaction model based on
the fundamental kinetic theory of gases which yields the following
rate equation:

Iej=vie~

Tqi =JiScNao (14)

where J is the flux of gas-phase radicals, s. is the local sticking co-
efficient (i.e., the probability that a particle which strikes the sur-
face will ‘stick’ rather than bouncing off), N, is the Avogadro num-
ber, and o is the average area per surface site. Egs. (15)-(17) can
be used to calculate the flux, J:

Ji =iy, (15)
_ P
M= (16)
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Fig. 7. Spatial distribution of kinetic Monte Carlo simulations. One representative
microscopic simulation (i.e., a 1200 particle wide lattice) is executed within each
overlapping grid location. The hashed corners represent regions which do not over-
lap the substrate surface.

_ [ 8kgT
U= rr_m, ) (17)

where 7; is the number density of radical i (here the reactive gas-
phase is assumed to be ideal), ; is the mean radical velocity, p; is
the partial pressure of i, R the gas constant, T is the temperature,
kg is the Boltzmann constant, and m; is the molecular weight of
radical i. By substitution of the expression for J into Eq. (14), the
overall reaction rate for an athermal radical i becomes:

_ i [8ksT
Tei= RT\ 7m; scNqo . (18)

The relative magnitude of these reaction rates determines their fre-
quency within the microscopic simulation, as will be discussed at
length in the following subsection.

2.3.3. Kinetic Monte Carlo algorithm

The aforementioned lattice structure defines the scope and in-
teraction of particles within the microscopic domain; however, the
evolution of the lattice microstructure (i.e., growth of thin film lay-
ers on the wafer substrate) is achieved using a hybrid n-fold ki-
netic Monte Carlo algorithm for which the overall reaction rate is
defined by

Ttotal = rgiH3 + Ty + r?bs’ (19)

where r§IH3 is the rate of physisorption of SiHs, rff is the rate of
physisorption of H, and r?bs is the rate of hydrogen abstraction
forming SiH4 (note: the subscripts a and t denote athermal and
thermally activated reactions, respectively). In the interest of com-
putational efficiency, surface migration is decoupled and does not
contribute to the overall rate. Specific details regarding the motiva-
tion for decoupling migration events and the associated procedure
for doing so are provided at the end of this section.

Each kMC cycle begins through generating a uniform random
number, y1€[0, 1]. If y; < rng3 /Teotal» then an SiHs physisorption
event is executed. If rgiH3 [Trotal < V1 < (rgiH3 + 1) /riorar, then a hy-
drogen radical is physisorbed. Lastly, if y; > (ri + r;’bs)/rtotal, then
a surface hydrogen is abstracted via SiHs.

Execution of physisorption events, regardless of radical type,
proceed through selecting a random site on the surface of the tri-
angular lattice from a list of candidate sites. Acceptable candidate
sites consist of those which exist in their standard, hydrogenated
state, or which contain a dangling bond left behind from a hy-
drogen abstraction event; sites which currently host a physisorbed
radical cannot accept additional physisorption events. If the cho-
sen site contains a dangling bond, the particle is instantaneously
chemisorbed, and in the case of SiH; radicals the lattice to grows
by one. Hydrogen abstraction occurs by selecting a random SiH3
particle from the surface of the lattice and returning it to the gas-
phase as the stable species, SiH. In other words, a migrating SiHs
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Fig. 8. Normalized frequency of reaction events within the present kMC scheme at
T =475 K, P = 17Torr, and a SiH mole fraction of 0.9.

radical removes a hydrogen atom from the surface of the film leav-
ing behind a dangling bond in its place. Although physisorbed hy-
drogen radicals may also abstract a hydrogen atom to reform the
diatomic species, the high activation energy required causes these
events to be infrequent at the deposition conditions of interest. A
second random number, y, is now sampled in order to calculate
the time required for the completed kMC event:

5t = —1In (Vz) ,
Ttotal

where y, €(0, 1] is a uniform random number.

Up to this point, migration has been excluded from the discus-
sion of kMC events. In looking at Fig. 8, it is clear that migration
is the dominant interaction mechanism within the growing lattice
structure. Brute force kMC methods (in which all event types are
available for execution) require more than 99% of computational
resources to be spent on migration alone (note: the results in
Fig. 8 are typical for a-Si:H systems operating near T = 475 K and
P = 1Torr). Consequently, only a small fraction of simulation time
contributes to events leading directly to film growth while the vast
majority is spent on updating the locations of rapidly moving par-
ticles. In a continual effort to reduce the computational demands
of the overall multiscale model, any savings that result from the
microscopic domain are of great interest. To that end, a Markovian
random-walk process has been introduced which successfully de-
couples particle migration from classic kMC algorithms.

Traditionally, a kMC cycle is defined by the execution of single
event which moves forward the physical time of the system. The
hybrid kinetic Monte Carlo scheme presented here requires two
successive steps per cycle: first, a kMC event is executed accord-
ing to the relative rates of 5'H3, i and rfbs as presented above;
second, a propagator is introduced to capture the motion of ph-
ysisorbed radicals. The total number of propagation steps is Ny +
Ngiy, where

(20)

H iH
Tt rts ’

T s Nsim = i (21)
g B

Ny =

and r{* and rfiH3 are the thermally activated migration rates of hy-
drogen and silane radicals, respectively. In other words, the total

number of random walk steps is in proportion to the magnitude
of the migration rates, and each set of propagation steps, Ny and
Ngiy,. are split evenly among the current number of physisorbed
radicals, ny and ngy,. The radicals then initiate a series of two-
dimensional random walk processes according to the number of
assigned propagation steps. Thus, the bulk motion of the propa-
gator approximates the intricate movements of a given particle. In
the interest of clarity, the procedure for the random walk process
is as follows: a radical species is chosen, a random physisorbed
radical of the given species is selected, the weighted random walk
consisting of N;/n; propagation steps begins, propagation contin-
ues until either N;/n; steps have been executed or the movement
terminates prematurely when a radical becomes chemisorbed at
a dangling bond site, the final position of the propagator is then
stored as the radical’s new position and this cycle continues un-
til all ny + ngy, physisorbed species have migrated. The weighting
of each propagation step is designed such that the probability for
a particle to relax down the lattice is exponentially higher than
‘jumping’ up lattice positions (i.e.,, migration down the lattice is
favored), and likewise, the probability of ‘jumping’ to nearby lo-
cations is higher than distant ones. The net result of this method
is relaxation and particle tracking are only required to be updated
once per particle rather than after each individual particle move-
ment, as in brute force methods. The time required for an indi-
vidual migration step is calculated in much the same way as ph-
ysisorption or hydrogen abstraction:

_ —In (vi)

—In(y)
Oty = ———=, Otsip, = .
H rf,H3

t

(22)

Thus, the total time elapsed for all migration events, At, is deter-
mined by summation over the number of propagation steps per
radical type,

SIH3

-1
3 2,,5 23 23)

In this manner, the elapsed time for the microscopic domain
moves forward towards the completion of the time step set by the
macroscopic, CFD solver.

Although our methodology of decoupling the diffusive pro-
cesses from the remaining kinetic events represents significant
computational savings, we must validate that doing so does not
alter the overall morphology or characteristics of the resulting a-
Si:H thin film. Validation of the Markovian random walk approx-
imation is achieved via two mechanisms: (1) ensuring that sur-
face morphologies and film porosities observed are appropriate for
the chosen process parameters, and (2) that growth rates remain
on par with experimental values. Detailed model validation can be
found in the earlier works of Crose et al. (2017b). It is important
to note that film growth continues in this cyclic manner until the
kMC algorithm has reached the alloted time step (i.e., until the mi-
croscopic model has caught up with the macroscopic, CFD solver).
For a more in-depth discussion of the transient operation of the
multiscale model, please refer to the following section.

At = Z In (yl

i [

2.4. Multiscale workflow

The methodology for connecting the macro- and microscopic
domains is of particular importance to the function of the multi-
scale model; consequently, the simulation workflow must be ex-
amined here. In Fig. 9, the top and bottom regions denote exe-
cution of macroscopic and microscopic events, respectively. At the
start of each transient batch simulation, t = 0, every cell of the
mesh will first solve the governing equations with respect to their
reduced spatial coordinates using finite volume methods, then the
boundaries along adjacent cells are resolved iteratively. In order to
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Fig. 9. Multiscale simulation workflow detailing the coordination between the macroscopic and microscopic events.

move forward in time, an Implicit Euler scheme is utilized (note:
a detailed methodology is available in the Fluent user manual,
ANSYS Inc. (2013)). Additionally, the first two UDFs (e.g., the volu-
metric reaction and electron density scripts) are executed and the
results of which are fed into Fluent’s PDEs. Once a time step has
been completed, t = t;, the species concentration, the tempera-
ture and the pressure along the boundary of the wafer substrate
are transferred to the microscopic domain (e.g., Fig. 4a and and
the right-hand side of Fig. 9). The discrete kMC simulations dis-
cussed in the previous section are then initialized using this in-
formation allowing for growth of a-Si:H thin film layers to begin.
Once all of the microscopic simulations have reached t;, the dy-
namic boundary conditions for cells bordering the wafer surface
are updated based on the mass and energy transfer within the as-
sociated region (e.g., Figs. 4 and 9, left). Again, the macroscopic
PDEs are solved such that the time moves forward to t, and the
cycle continues. In this way, the multiscale model progresses until
the end of the batch deposition process is reached (i.e., until t =
tbatch)~

Given that the kinetic Monte Carlo algorithm is unable to span
the entire substrate surface in a single microscopic simulation (re-
fer to Figs. 4b and 7), it is necessary to interpolate between known
data points when updating the boundary conditions. Specifically,
boundary cells which lie between kMC simulation locations are
assigned mass and energy transfer values based on interpolation
between the three nearest data points. In other words, every set
of three nearest data points forms a triangular surface which pro-
vides boundary condition data for all mesh cells contained within
that region. Further details concerning the execution of the dis-
crete kMC simulations will be provided in the following section.
As a final note, it is important to clarify the relative differences in
the time constants for each domain. The gas-phase reactions reach
equilibrium within the first few seconds of reactor operation. Con-
versely, while the individual surface interactions on the silicon thin
film are rapid, growth of the thin film layer is continuous through-
out the batch cycle. As a result, for the specific reactor geometry
and reaction set used in this work it would be feasible to switch
off calculations of the macroscopic domain after the initial tran-
sience dies out. This would improve the computational speed of
the model in some cases at the cost of generality and with a loss
in accuracy at the boundary between the two domains. More im-
portantly, applicability of the model to other reactor designs, mul-
tiscale systems and deposition methods would be lost (e.g., atomic
layer deposition studies).

2.5. Parallel computation

The move from 2D to 3D PECVD reactor models comes at
the cost of computational efficiency. In the recent work of
Crose et al. (2017b), the 2D axisymmetric CFD simulations required
the use of a message passing interface (MPI) structure in order to
parallelize the domain and to achieve feasible computation times
(e.g., <1 day per batch simulation), as is common practice in
systems with non-trivial computational requirements (Ingle and
Mountziaris, 1995; Kwon, JSI. et al., 2015). In this work, the compu-
tational demands are further increased due to the mesh containing
~ 1.5 million cells (as opposed to 120,000 for the 2D model), tetra-
hedral cell shape and far more discrete KMC simulations required
to span the substrate surface. It is important to keep in mind that
the results presented in the following sections represent not only
the culmination of several test batches necessary to the develop-
ment of the multiscale model, but also data that has been averaged
across several redundant simulations; therefore, serial computation
on a single processor or workstation corresponds to an infeasible
task. As a result, the parallel computation strategy detailed here
remains crucial to operation of transient simulations in order to
mitigate the aforementioned computational demands.

In addition to the primary motivation of reducing simulation
time, two other key benefits motivate the extra effort necessary in
utilizing parallel programming. First, kMC simulations inherently
exhibit noise due to the stochastic nature of event selection and
particle movement. By maintaining constant deposition parame-
ters and repeating simulations numerous times, we can reduce the
noise level and obtain more accurate, averaged values. Second, it
is often useful to perform many simulations at different conditions
(e.g., when searching for suitable model parameters) without hav-
ing to schedule several serial batch runs.

The details of the parallel algorithm itself, as well as the asso-
ciated message-passing interface (MPI) structure, are standard and
therefore will not be expanded upon at this time. In-depth studies
of parallel processing with applications to microscopic simulations
have been made by Cheimarios et al. (2016); Nakano et al. (2001),
and the recent work of Kwon, JSI. et al. (2015) provides the basis
on which this work is built upon. That being said, a brief outline of
parallel programming structure and its application to this work is
useful in clarifying the simulation workflow and will be provided
below.

The process for creating a parallel program can be understood
through three elementary steps: (1) the original serial task is de-



192 M. Crose et al./ Computers and Chemical Engineering 113 (2018) 184-195

Fig. 10. Communication between host and nodes within the MPI architecture.

(a) Personal workstation

(b) Computational cluster

Fig. 11. (a) Distribution of 2D structured mesh across computational cores on a typical personal workstation with a quad-core CPU. (b) Unstructured mesh containing 1.5
million cells distributed across 128 computational cores (note: the colored regions denote different assignments).

composed into small computational elements; (2) tasks are dis-
tributed across multiple processors; and (3) a host node orches-
trates communication between processors at the completion of
each time step. As shown in Fig. 10, nodes 2 through N pass infor-
mation to node 1 which in turn forwards information to the host
node. The number of available nodes is dependent on the architec-
ture of the workstation or computational cluster used, and often a
node on a computational cluster may contain multiple computing
cores. In an effort to generalize the discussion, nodes and cores
will be used interchangeably throughout this work, as would be
the case on a cluster with one core per node. Fig. 11a provides an
example for distributing the cells of a 2D mesh across 4 cores of
a personal workstation; similarly, Fig. 11b shows the distribution
of mesh elements across 64 cores as used in this work. The max-
imum achievable speedup given the aforementioned parallel pro-
gramming strategy can be defined by:

1
(1+P)+ 2"

where M is the maximum achievable speedup, P is the fraction of
the program which is available for parallelization (i.e., the fraction
of the original task which may be discretized), and N is the num-
ber of processors utilized (Culler et al., 1999).

In reality, the maximum speedup (i.e., execution speed multi-
plier) deviates from this formulation for two reasons. First, as the
number of cores increases, so does the overhead time for commu-
nication between cores and the host node. Second, only the se-
rial computations defining the macroscopic (CFD) domain may be
strictly decomposed into smaller tasks. As discussed, the PECVD
reactor mesh can be distributed across the 64 cores utilized in
this work; however, the microscopic kMC simulations are unable
to be decomposed. Given the relatively small lattice size (1200 nm)
as compared to the overall dimension of the reactor, decomposi-
tion of a single lattice would provide little benefit while introduc-
ing significant computational overhead necessary for resolving the
shared lattice boundaries. Instead, we can exploit the fact that the
KkMC simulations across the substrate surface are independent of
one another and may be distributed among the available nodes. In
other words, while a single kMC simulation should not be decom-
posed, the many independent kMC simulations necessary for span-

M(N) = (24)
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Fig. 12. Expected speed-up due to parallelization across N nodes.

ning the substrate surface can be distributed to speedup the over-
all multiscale simulation. The resulting speedup due to the com-
bination of these methods can be seen in Fig. 12. The linear 1:1
speedup is never achievable due to the communication overhead
but provides a benchmark for comparison. The continuous grey
curve represents the theoretical speedup if the multiscale simula-
tion was strictly decomposable. Finally, the actual multiplier curve
exhibits a sharp jump between 59 and 60 cores. Given that the
parallel simulations used in this work are synchronized (i.e., faster
nodes must wait for slower nodes to complete a time step before
execution continues), if even one node is forced to run two micro-
scopic kMC simulations, the remaining N — 1 nodes must sit idle.
Since 60 kMC locations are used to span the substrate surface (see
the microscopic modeling section), the number of nodes, N, is rec-
ommended to be greater than 60.
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Fig. 13. (a) Velocity magnitude within 3D PECVD reactor showing dead-zone near substrate center. (b) Non-uniform, steady-state SiH; concentration.

3. Results

The results presented in the following subsections represent
the long-time behavior of the PECVD reactor at operating condi-
tions of T = 475 K, P = 1Torr and an inlet gas flow rate of 75
SCCM at a 10:1 ratio of hydrogen to silane. Although the simula-
tions presented in this work are entirely transient in nature, the
startup period of the reactor is relatively brief and therefore will
not be discussed at this time. Instead, the three dimensional con-
tour maps shown below have been drawn from t = 320 s, roughly
half way through the thin film growth period after the transient
dynamics in the gas phase have largely died out. Note, the reactor
never reaches a steady-state due to the continual particle interac-
tions and growth within the microscopic domain. Given that the
deposition of a-Si:H layers via PECVD is a batch process, the thick-
ness measurements reported have been drawn at the completion
of a batch, tp,, = 640 s, the time required to complete deposition
of a 300 nm thick film. Additionally, thickness measurements have
been averaged across 10 redundant batch simulations to minimize
stochastic effects due to the kinetic Monte Carlo model.

3.1. Non-uniform deposition

Fig. 13a shows the resulting velocity profile of the gas phase
species in the PECVD reactor after the brief startup period. Accord-
ing to the flow field, the gas phase reaches maximal velocity when
flowing through the showerhead. Below the showerhead level, the
flow velocity is increased near the narrow outlet regions, while at
the center the gas flow stagnates in an apparent ‘dead zone.” The

velocity distribution suggests that a change of shape or frequency
of showerhead holes might influence the flow profile and result-
ing species distribution. The relationship between flow field and
distribution of deposition species is more evident through a direct
comparison between Fig. 13a and 13b. Fig. 13b shows that the con-
centration of SiHs, the deposition species responsible for thin film
growth, reaches its maximum at the center of the reactor and di-
minishes in the radial direction. This is consistent with the flow
velocity profile in Fig. 13a as species in regions with a lower flow
rate will experience higher residence times (i.e., more time to react
and produce silane radicals). This effect is magnified by the elec-
tron density profile which defines a maximum electron density,
neo at the center of the cylindrical reaction chamber. In addition,
variation in the concentration of SiH3 along the azimuthal, 8, di-
rection is observed. Fig. 14a shows that for a fixed radial position
and height, the concentration of SiH3 is non-uniform. A quantita-
tive report of the azimuthal variation in xgy, is given in Fig. 15,
where the triangular data points represent the SiH3 concentration
profile which results from the original showerhead design (i.e., the
showerhead design shown in Figs. 13 and 14a).

Due to the interconnection between the macroscopic reactor
scale and microscopic thin film domain, it is expected that vari-
ations in the deposition species concentration, in particular varia-
tions near the substrate surface, will result in thin film products
with non-uniform thickness. This effect has been well character-
ized and is known to cause device quality issues and poor solar
conversion in the case of photo-voltaic cells Crose et al. (2017a,b);
da Silva and Morimoto (2002). As shown by the upward triangles
in Fig. 15b, for the PECVD system described in this work, the mul-
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Fig. 14. (a) Cross section of SiH3 concentration taken just above the surface of the wafer substrate (b) SiH; concentration above the wafer surface for the adjusted reactor
geometry. (For interpretation of the references to color in this figure, the reader is referred to the web version of this article.)

tiscale model suggests that variations in the concentration of SiHs
and H lead to a thickness offset of 25nm from the desired set-
point of 300 nm near the edge of the wafer substrate. Between r =
0 and 4 cm, the thickness offset is relatively minor, within 5 nm of
the set-point.

3.2. Adjusted reactor geometry

Compared with simplified 2D multiscale models, the 3D multi-
scale CFD model presented in this work is able to capture detailed
showerhead geometries, and is therefore capable of evaluating al-
ternative PECVD reactor designs. As mentioned in the motivations
for this work, improvement to the thickness uniformity of amor-
phous silicon thin films is of significant interest from a manufac-
turing perspective. To this end, a modified showerhead design that
reduces the spatial non-uniformity of deposition species is pro-
posed here. The original showerhead geometry consists of circular
holes with equal diameter, which are distributed in a rectangular
array (e.g., Fig. 14a). In the new showerhead design, showerhead
holes are arranged in a polar array, and the diameter of the show-
erhead holes increases in the radial direction from 0.5 to 1 cm, as
shown in Fig. 14b.

Computational constraints limit the number of incremental de-
sign changes which may be evaluated. Consequently, the pro-
posed showerhead design cannot be claimed to be optimal; in-
stead, adjustments have been made based on the observed re-
sults in the previous section. Specifically, larger showerhead hole
area near the edge of the reactor allows for more gas flow above
the rim of the substrate, which helps diminish the radial varia-
tion of SiH3 concentration. The overall showerhead hole area has

been reduced causing the reactant gases to pass more quickly
through the holes and over the substrate surface. Although this
change is expected to lead to slower growth of the thin film prod-
uct, the thickness uniformity should nonetheless improve. In ad-
dition, the polar array of showerhead holes is symmetrical with
respect to any 6 direction, and therefore is beneficial to the
elimination of azimuthal non-uniformity. It is important to note
that, the geometries discussed in this work represent typical di-
mensions used in industry and may be considered as a base
case. The multiscale model developed here may be easily modi-
fied to fit specific PECVD reactor schematics provided by a given
manufacturer.

The net effect of the adjusted showerhead geometry on spa-
tial uniformity is reflected in Fig. 14b, where the concentration of
SiH3 in cells bordering the substrate surface show significantly im-
proved uniformity. When compared to the cross section in Fig. 14a,
the adjusted reactor design has virtually eliminated ‘hot spots’ or
regions of high SiH3 concentration. More specifically, in Fig. 15a
the reduction in Xy, variation for fixed radial positions is obvious
(i.e., the black circles as compared to the red triangles). As dis-
cussed previously, uniformity of the thin film product thickness is
of greater interest than species concentration alone. To that end,
the circular and triangular data points in Fig. 15b demonstrate that
the a-Si:H thickness offset has been reduced from ~25nm to less
than 13nm near the edge of the substrate at the completion of
the batch deposition process. The regions beyond r = 8 c¢m in
Fig. 15 denote the exit port of the PECVD reactor. As shown in
Figs. 1 and 13, these regions lie beyond the wafer substrate and
therefore no film thickness data exits and the slight increase in
SiH3 concentration cannot affect film growth.
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4. Conclusions

An alternative PECVD reactor design has been evaluated using a
three-dimensional multiscale CFD model which coordinates com-
munication between the macroscopic reactor scale and the micro-
scopic thin film growth domain. Application of this model to two
representative PECVD reactor geometries has shown that thickness
non-uniformity in the a-Si:H product can be minimized by adjust-
ing the positions and size of the showerhead holes. As a result,
the 3D CFD model presented holds promise for not only improv-
ing product quality in PECVD processing, but also for significant

savings in time and resources otherwise spent on the testing and
manufacture of physical reaction chambers.
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