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This work focuses on distributed control of film thickness, surface roughness and porosity in a porous
thin film deposition process using the deposition rate as the manipulated input. The deposition process
includes adsorption and migration processes and it is modeled via kinetic Monte Carlo simulation on
a triangular lattice with vacancies and overhangs allowed to develop inside the film. A distributed pa-
rameter (partial differential equation) dynamic model is derived to describe the evolution of the surface
height profile of the thin film accounting for the effect of deposition rate. The dynamics of film porosity,
evaluated as film site occupancy ratio, are described by an ordinary differential equation. The developed
dynamic models are then used as the basis for the design of a model predictive control algorithm that
includes penalty on the deviation of film thickness, surface roughness and film porosity from their respec-
tive set-point values. Simulation results demonstrate the applicability and effectiveness of the proposed
modeling and control approach in the context of the deposition process under consideration.

© 2009 Elsevier Ltd. All rights reserved.

1. Introduction

Modeling and control of thin film microstructure in thin film de-
position processes has attracted significant research attention in re-
cent years. Specifically, kinetic Monte Carlo (kMC) models based on
a square lattice and utilizing the solid-on-solid (SOS) approximation
for deposition were initially employed to describe the evolution of
film microstructure and design feedback control laws for thin film
surface roughness (Lou and Christofides, 2003a; Siettos et al., 2003;
Reese et al., 2001; Christofides et al., 2008). Furthermore, a method
that couples partial differential equation (PDE) models and kMC
models was developed for computationally efficient multiscale opti-
mization of thin film growth (Varshney and Armaou, 2005, 2008a,b).
However, kMC models are not available in closed form and this lim-
itation restricts the use of kMC models for system-level analysis and
design of model-based feedback control systems.

Stochastic differential equations (SDEs) arise naturally in the
modeling of surface morphology of ultrathin films in a variety of
thin film preparation processes (Edwards and Wilkinson, 1982;
Villain, 1991; Vvedensky et al., 1993; Cuerno et al., 1995; Lauritsen
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et al., 1996). Advanced control methods based on SDEs have been de-
veloped to address the need of model-based feedback control of thin
film microstructure. Specifically, methods for state/output feedback
control of surface roughness based on linear (Ni and Christofides,
2005) and nonlinear (Lou et al., 2008) SDE models have been devel-
oped; the reader may refer to (Christofides et al., 2008) for detailed
results and extensive reference lists.

In the context of modeling of thin film porosity, kMC models
have been widely used to model the evolution of porous thin films
in many deposition processes (Wang and Clancy, 1998, 2001; Zhang
et al., 2004; Levine and Clancy, 2000). With respect to porosity mod-
eling for control, deterministic and stochastic ordinary differential
equation (ODE) models of film porosity were recently developed (Hu
et al., 2009a) to model the evolution of film porosity and its fluc-
tuation and design model predictive control (MPC) algorithms to
control film porosity to a desired level and reduce run-to-run poros-
ity variability. In MPC, the optimal manipulated input is obtained
from the solution of an on-line optimization problem which mini-
mizes a cost function that penalizes the errors from the set-points
at designated finite horizons. MPC is widely used in the control
of many chemical processes due to its capability to handle input
and state constraints and its robustness against model uncertainty
and external disturbances (Mayne et al., 2000; Christofides and
El-Farra, 2005). Simultaneous regulation of film surface roughness
and porosity within a unified MPC framework was also recently in-
vestigated (Hu et al., 2009b) using the substrate temperature as the
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manipulated input (Hu et al., 2009a,b). However, the weak depen-
dence of the film thickness on the substrate temperature does not
allow regulation of the film thickness at the end of the deposition
process by manipulation of the substrate temperature. A good ma-
nipulated input candidate for the control of film thickness (Lou and
Christofides, 2003b) (and for film surface roughness and porosity
as well) is the deposition rate, which has a direct influence on the
growth rate of the film. At this stage, a careful look of the exist-
ing literature indicates that the simultaneous control of film surface
roughness, thickness and porosity by manipulating the deposition
rate remains still an unresolved issue.

Motivated by these considerations, this work focuses on dis-
tributed control of film thickness, surface roughness and porosity in
a porous thin film deposition process using the deposition rate as the
manipulated input. The deposition process includes adsorption and
migration processes and it is modeled via kinetic Monte Carlo simu-
lation on a triangular lattice with vacancies and overhangs allowed
to develop inside the film. A distributed parameter (partial differen-
tial equation) dynamic model is derived to describe the evolution of
the surface height profile of the thin film accounting for the effect of
deposition rate. The dynamics of film porosity, evaluated as film site
occupancy ratio, are described by an ordinary differential equation.
The developed dynamic models are then used as the basis for the
design of a model predictive control algorithm that includes penalty
on the deviation of film thickness, surface roughness and film poros-
ity from their respective set-point values. Simulation results demon-
strate the applicability and effectiveness of the proposed modeling
and control approach in the context of the deposition process under
consideration.

2. Preliminaries

2.1. On-lattice kinetic Monte Carlo model of film growth

The deposition process is simulated using an on-lattice kMC
model which is constructed on a two-dimensional triangular lattice
(one dimensional on the growth direction) (Hu et al., 2009b), as
shown in Fig. 1. The on-lattice kMC model is valid for a low tem-
perature region, T <0.5Tm (Tm is the melting point of the crystalline
material), where the particles can be assumed to be constrained on
the lattice sites (Wang and Clancy, 1998). The lattice contains a fixed
number of sites in the lateral direction. Two microscopic processes
are included in the kMC model: an adsorption process, in which
particles are incorporated into the film from the gas phase, and a
migration process, in which surface particles move to adjacent sites
(Wang and Clancy, 1998, 2001; Levine and Clancy, 2000; Yang et al.,
1997). The new particles are always deposited from the gas phase
which is located above the lattice; see Fig. 1. The growth direction,
along which the thin film keeps growing, is normal to the lateral
direction. The number of sites in the lateral direction is defined as
the lattice size and is denoted by L. The lattice parameter, a, which
is defined as the distance between two neighboring sites and equals
the diameter of a particle (all particles have the same diameter),
determines the lateral extent of the lattice, La.

The number of nearest neighbors of a site ranges from zero to
six, the coordination number of the triangular lattice. A site with
no nearest neighbors indicates an unadsorbed particle in the gas
phase (i.e., a particle which has not been deposited on the film yet).
A particle with six nearest neighbors is associated with an interior
particle that is fully surrounded by other particles and cannot mi-
grate. A particle with one to five nearest neighbors is possible to
diffuse to an unoccupied neighboring site with a probability that de-
pends on its local environment. In the triangular lattice, a particle
with only one nearest neighbor is considered unstable and is sub-
ject to instantaneous surface relaxation. Details of particle surface

Gas phase

Particles
on lattice

Gas phase
particles

Substrate
particlesSubstrate

Fig. 1. Thin film growth process on a triangular lattice.

relaxation and migration will be discussed in Sections 2.2 and 2.3
below.

In the simulation, a bottom layer in the lattice is initially set to
be fully packed and fixed, as shown in Fig. 1. There are no vacancies
in this layer and the particles in this layer cannot migrate. This layer
acts as the substrate for the deposition and is not counted in the
computation of the number of the deposited particles, i.e., this fixed
layer does not influence the film porosity (see Section 2.4 below).
Two types of microscopic processes (Monte Carlo events) are con-
sidered: an adsorption process, in which particles are incorporated
into the film from the gas phase, and a migration process, in which
surface particles move to adjacent sites (Wang and Clancy, 1998,
2001; Levine and Clancy, 2000; Yang et al., 1997). These Monte Carlo
events are assumed to be Poisson processes. All events occur ran-
domly with probabilities proportional to their respective rates. The
events are executed instantaneously upon selection and the state of
the lattice remains unchanged between two consecutive events.

2.2. Adsorption process

In an adsorption process, an incident particle comes in contact
with the film and is incorporated onto the film. The microscopic ad-
sorption rate, W , which is in units of layers per unit time, depends
on the gas phase concentration. The layers in the unit of adsorption
rate are densely packed layers, which contain L particles. With this
definition, W is independent of L. In this work, the macroscopic ad-
sorption rate (deposition rate), W , is treated as a process parameter
and will be used as the manipulated input. For the entire deposition
process, the microscopic adsorption rate (deposition rate) in terms
of incident particles per unit time, which is denoted as ra, is related
to W as follows:

ra = LW (1)

The incident particles are initially placed at random positions
above the film lattice and move toward the lattice in the vertical
direction. The random initial particle position, x0, which is the center
of an incident particle, follows a uniform probability distribution in
the continuous domain, (0, La). Different distributions of the incident
angle may be selected, e.g., a uniform or cosine distribution, for
different film growth processes (Hu et al., 2009a; Yang et al., 2005).
In this work, a Dirac delta distribution function of incident angle
(deterministic incident angle) is used for vertical incidence.
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Fig. 2. Schematic of the adsorption event with surface relaxation. In this event,
particle A is the incident particle, particle B is the surface particle that is first hit
by particle A, site C is the nearest vacant site to particle A among the sites that
neighbor particle B and site D is a stable site where particle A relaxes.

The procedure of an adsorption process is illustrated in Fig. 2. Af-
ter the initial position is determined, the incident particle, A, travels
along a straight line towards the film until contacting the first par-
ticle, B, on the film. Upon contact, particle A stops and sticks to par-
ticle B at the contacting position; see Fig. 2. Then, particle A moves
(relaxes) to the nearest vacant site, C, among the neighboring sites
of particle B. Surface relaxation is conducted if site C is unstable, i.e.,
site C has only one neighboring particle, as shown in Fig. 2. When a
particle is subject to surface relaxation, the particle moves to its most
stable neighboring vacant site, which is defined as the site with the
most nearest neighbors. In the case of multiple neighboring vacant
sites with the same number of nearest neighbors, a random one is
chosen from these sites with equal probability as the objective of the
particle surface relaxation process. Note that particle surface relax-
ation is considered as part of the deposition event, and thus, it does
not contribute to the process simulation time. There is also only one
relaxation event per incident particle.

2.3. Migration process

In a migration process, a particle overcomes the energy barrier
of the site and jumps to its vacant neighboring site. The migration
rate (probability) of a particle follows an Arrhenius-type law with
a pre-calculated activation energy barrier that depends on the local
environment of the particle, i.e., the number of the nearest neighbors
of the particle chosen for a migration event. The migration rate of
the ith particle is calculated as follows:

rm,i = �0 exp
(

−niE0
kBT

)
(2)

where �0 denotes the pre-exponential factor, ni is the number of
the nearest neighbors of the ith particle and can take the values
of 2, 3, 4 and 5 (rm,i is zero when ni = 6 since this particle is fully
surrounded by other particles and cannot migrate), E0 is the contri-
bution to the activation energy barrier from each nearest neighbor,
kB is the Boltzmann's constant and T is the substrate temperature
of the thin film. Since the film is thin, the temperature is assumed

to be uniform throughout the film and is treated as a time-varying
but spatially invariant process parameter. In this work, the factor
and energy barrier contribution in Eq. (2) take the following val-
ues �0 = 1013 s−1 and E0 = 0.9 eV. These values are appropriate for a
silicon film (Keršulis and Mitin, 1995). Here we note that the con-
tributions to the activation energy barrier from the second nearest
neighbors are added into the contributions from the nearest neigh-
bors. When a particle is subject to migration, it can jump to ei-
ther of its vacant neighboring sites with equal probability, unless
the vacant neighboring site has no nearest neighbors, i.e., the sur-
face particle cannot jump off the film and it can only migrate on the
surface.

The deposition process is simulated using an approach based on
the continuous-time Monte Carlo (CTMC) method. CTMC method
(Vlachos et al., 1993) is advantageous compared to the null-event
algorithm (Ziff et al., 1986) in the context of closed-to-zero rates of
the events in the Monte Carlo simulations. The null-event algorithm
tries to execute Monte Carlo events on randomly selected sites with
certain probabilities, which is suitable for simulations of SOS models.
However, the continuous-time CTMCmethod selects an event before
the selection of the site on which the event is going to be executed.
In the CTMC method, all microscopic processes are assumed to be
Poisson processes. A complete event list is created at the beginning
and is updated based on the current state of the lattice after an
event, i.e., deposition process or migration process, is selected and
executed. The time increment upon the execution of a successful
event is computed based on the total rates of all possible events that
are included in the event list. Details of the simulation algorithm and
discussion can be found in Hu et al. (2009a).

2.4. Definitions of surface height profile and film site occupancy ratio

Utilizing the continuous-timeMonte Carlo algorithm, simulations
of the kMC model of a porous silicon thin film growth process can
be carried out. Snapshots of film microstructure, i.e., the configu-
rations of particles within the triangular lattice, are obtained from
the kMC model at various time instants during process evolution.
To quantitatively evaluate the thin film microstructure, two vari-
ables, surface roughness and film porosity, are introduced in this
subsection.

Surface roughness, which measures the texture of thin film sur-
face, is represented by the root mean square (RMS) of the surface
height profile of the thin film. Determination of surface height pro-
file is slightly different in the triangular lattice model compared
to a solid-on-solid model. In the SOS model, the surface of thin
film is naturally described by the positions of the top particles of
each column. In the triangular lattice model, however, due to the
existence of vacancies and overhangs, the definition of film surface
needs further clarification. Specifically, taking into account practi-
cal considerations of surface roughness measurements, the surface
height profile of a triangular lattice model is defined based on the
particles that can be reached in the vertical direction, as shown in
Fig. 3. In this definition, a particle is considered as a surface par-
ticle only if it is not blocked by the particles in the neighboring
columns. Therefore, the surface height profile of a porous thin film
is the line that connects the sites that are occupied by the surface
particles. With this definition, the surface height profile can be
treated as a function of the spatial coordinate. Surface roughness,
as a measurement of the surface texture, is defined as the stan-
dard deviation of the surface height profile from its average height.
The definition expression of surface roughness is given later in
Section 3.1.

In addition to film surface roughness, the film site occupancy ratio
(SOR) is introduced to represent the extent of the porosity inside
the thin film. The mathematical expression of film SOR is defined as
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Fig. 3. Definition of surface height profile. A surface particle is a particle that is not
blocked by particles from both of its neighboring columns in the vertical direction.
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Fig. 4. Illustration of the definition of film SOR of Eq. (3).

follows:

� = N
LH

(3)

where � denotes the film SOR, N is the total number of deposited
particles on the lattice, L is the lattice size and H denotes the number
of deposited layers. Note that the deposited layers are the layers
that contain only deposited particles and do not include the initial
substrate layers. The variables in the definition expression of Eq. (3)
can be found in Fig. 4. Since each layer contains L sites, the total
number of sites in the film that can be contained within the H layers
is LH. Thus, film SOR is the ratio of the occupied lattice sites, N, over
the total number of available sites, LH. Film SOR ranges from 0 to 1.
Specifically, � = 1 denotes a fully occupied film with a flat surface.
The value of zero is assigned to � at the beginning of the deposition
process since there are no particles deposited on the lattice.

The definition of film SOR is different from the concept of pack-
ing density which is used to denote the fraction of a volume filled

by a given collection of solids, and thus, packing density cannot be
used to characterize the evolution of the porosity. Another important
point is the correlation of film surface roughness and film porosity.
These two properties of thin films are correlated to some extent in
the deposition process. The conditions that produce a dense film, i.e.,
higher substrate temperature or lower deposition rate, also generate
a smoother surface. However, even though there is correlation be-
tween the film surface roughness and porosity, films with the same
surface roughness may have quite different film SORs.

3. Dynamic model construction and parameter estimation

3.1. Edwards–Wilkinson-type equation of surface height using
deposition rate as manipulated input

An Edwards–Wilkinson (EW)-type equation, a second-order
stochastic partial differential equation, can be used to describe the
surface height evolution in many microscopic processes that involve
thermal balance between adsorption (deposition) and migration
(diffusion) (Lou and Christofides, 2005). In this work, an EW-type
equation is chosen to describe the dynamics of the fluctuation of
surface height (the validation of this choice will be made clear
below) of the form:

�h
�t

= rh + �
�2

h

�x2
+ �(x, t) (4)

subject to PBCs:

h(−�, t) = h(�, t),
�h
�x

(−�, t) = �h
�x

(�, t) (5)

and the initial condition:

h(x, 0) = h0(x) (6)

where x ∈ [−�,�] is the spatial coordinate, t is the time, rh and � are
the model parameters and �(x, t) is a Gaussian white noise with the
following mean and covariance:

〈�(x, t)〉 = 0

〈�(x, t)�(x′
, t

′
)〉 = �2�(x − x

′
)�(t − t

′
) (7)

where �2 is a parameter which measures the intensity of the Gaus-
sian white noise and �(·) denotes the standard Dirac delta function.
We note that the parameters rh, � and �2 are functions of the depo-
sition rate, W , and this dependence will be estimated and discussed
in Section 3.3 below.

To proceed with model parameter estimation and control design,
a stochastic ODE approximation of Eq. (4) is first derived using model
decomposition. Consider the eigenvalue problem of the linear oper-
ator of Eq. (4), which takes the form:

A�̄n(x) = �
d2�̄n(x)

dx2
= 	n�̄n(x)

�̄n(−�) = �̄n(�),
d�̄n

dx
(−�) = d�̄n

dx
(�) (8)

where 	n denotes an eigenvalue and �̄n denotes an eigenfunction. A
direct computation of the solution of the above eigenvalue problem
yields 	0 =0 with 
0 =1/

√
2�, and 	n =−�n2 (	n is an eigenvalue of

multiplicity two) with eigenfunctions �n = (1/
√

�) sin(nx) and 
n =
(1/

√
�) cos(nx) for n = 1, . . . ,∞. Note that the �̄n in Eq. (8) denotes

either �n or 
n. For a fixed positive value of �, all eigenvalues (except



Author's personal copy

G. Hu et al. / Chemical Engineering Science 64 (2009) 3903 -- 3913 3907

the zeroth eigenvalue) are negative and the distance between two
consecutive eigenvalues (i.e., 	n and 	n+1) increases as n increases.

The solution of Eq. (4) is expanded in an infinite series in terms
of the eigenfunctions of the operator of Eq. (8) as follows:

h(x, t) =
∞∑
n=1

�n(t)�n(x) +
∞∑
n=0

�n(t)
n(x) (9)

where �n(t), �n(t) are time-varying coefficients. Substituting the
above expansion for the solution, h(x, t), into Eq. (4) and taking the
inner product with the adjoint eigenfunctions, �∗

n(x)=(1/
√

�) sin(nx)
and 
∗

n(x)= (1/
√

�) cos(nx), the following system of infinite stochas-
tic ODEs is obtained:

d�0
dt

=
√
2�rh + �0

�(t)

d�n

dt
= 	n�n + �n

�(t), n = 1, . . . ,∞

d�n

dt
= 	n�n + �n

�(t), n = 1, . . . ,∞ (10)

where

�n
�(t) =

∫ �

−�
�(x, t)�∗

n(x)dx, �n
�(t) =

∫ �

−�
�(x, t)
∗

n(x)dx (11)

The covariances of �n
�(t) and �n

�(t) can be obtained: 〈�n
�(t)�

n
�(t

′
)〉=

�2�(t − t
′
) and 〈�n

�(t)�
n
�(t

′
)〉 = �2�(t − t

′
). Due to the orthogonality

of the eigenfunctions of the operator in the EW equation of Eq. (4),
�n

�(t) and �n
�(t), n = 0, 1, . . . , are stochastically independent.

Since the stochastic ODE system is linear, the analytical solution of
state variance can be obtained from a direct computation as follows:

〈�2
n(t)〉 = �2

2�n2
+
(

〈�2
n(t0)〉 − �2

2�n2

)
e−2�n2(t−t0)

〈�2
n(t)〉 = �2

2�n2
+
(

〈�2
n(t0)〉 − �2

2�n2

)
e−2�n2(t−t0)

n = 1, 2, . . . ,∞ (12)

where 〈�2
n(t0)〉 and 〈�2

n(t0)〉 are the state variances at time t0. The
analytical solution of state variance of Eq. (12) will be used in the
parameter estimation and the MPC design.

When the dynamic model of surface height profile is determined,
surface roughness of the thin film is defined as the standard deviation
of the surface height profile from its average height and is computed
as follows:

r(t) =
√

1
2�

∫ �

−�
[h(x, t) − h̄(t)]2 dx (13)

where h̄(t) = (1/2�)
∫ �
−� h(x, t)dx is the average surface height. Ac-

cording to Eq. (9), we have h̄(t) = �0(t)
0. Therefore, 〈r2(t)〉 can be
rewritten in terms of 〈�2

n(t)〉 and 〈�2
n(t)〉 as follows:

〈r2(t)〉 = 1
2�

〈∫ �

−�
(h(x, t) − h̄(t))2 dx

〉

= 1
2�

〈 ∞∑
i=1

(�2
i (t) + �2

i (t))

〉
= 1

2�

∞∑
i=1

[〈�2
i (t)〉 + 〈�2

i (t)〉] (14)

Thus, Eq. (14) provides a direct link between the state variance
of the infinite stochastic ODEs of Eq. (10) and the expected surface
roughness of the thin film. Note that the parameter rh does not ap-
pear in the expression of surface roughness, since only the zeroth
state, �0, is affected by rh but this state is not included in the com-
putation of the expected surface roughness square of Eq. (14).

Film thickness, which is represented by the average of surface
height, h̄, is another control objective in this work. The dynamics
of the expected value of average surface height can be obtained
from the analytical solution of the zeroth state, �0, from Eq. (10), as
follows:

d〈h̄〉
dt

= rh (15)

subject to the initial condition

〈h̄(t0)〉 = 1
2�

∫ �

−�
h(x, t0)dx (16)

Here we need to point out that full knowledge of surface height pro-
file throughout the spatial domain is necessary for the computation
of the initial values of the film thickness, 〈h̄(t0)〉.

Eq. (15) implies that h̄ can be directly controlled by manipulating
the deposition rate. Finally, the analytical solution of expected value
of film thickness, 〈h̄〉, which will be used for parameter estimation
(rh dependence on W) and control purposes below, can be obtained
directly from Eq. (15) as follows:

〈h̄(t)〉 = 〈h̄(t0)〉 + rh(t − t0) (17)

3.2. Dynamic model of film site occupancy ratio

Film site occupancy ratio is used to characterize film porosity.
According to the definition of film SOR of Eq. (3), film SOR accounts
for all deposited layers during the entire deposition process. Thus,
film SOR is a cumulative property, the evolution of which can be
characterized by an integral form. Before further derivation of the
dynamic model of film SOR, a concept of instantaneous film SOR of
the film layers deposited between time t and t+�t, denoted by �d, is
first introduced as the spatial derivative of the number of deposited
particles in the growing direction as follows:

�d = dN
d(HL)

(18)

In Eq. (18), the lattice size L is a constant and the derivative dH
can be written as a linear function of time derivative dt as follows:

dH = rH dt (19)

where rH is the growth rate of the thin film from the top layer point
of view. Note that rH is different from the model coefficient rh in Eq.
(4). Thus, the expressions of N and H can be obtained by integrating
Eqs. (18) and (19) as follows:

N(t) = L
∫ t

0
�drH ds

H(t) =
∫ t

0
�d ds (20)

With the definition of � of Eq. (3) and the expressions of N and
H of Eq. (20), the film SOR of Eq. (3) can be rewritten in an integral
form as follows:

� =
∫ t
0 �drH ds∫ t
0 rH ds

(21)

To simplify the subsequent development and develop an SOR
model that is suitable for control purposes, we assume (this as-
sumption will be verified in the closed-loop simulation results below
where the performance of the controller will be evaluated) that the
dynamics of the instantaneous film SOR, �d, can be approximated by
a first-order process, i.e.:


d�d(t)
dt

= �ss
d − �d(t) (22)
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Fig. 5. Dependence of � and �2 on the deposition rate with substrate temperature
T = 850K.

where  is the time constant and �ss
d is the steady-state value of the

instantaneous film SOR. We note that the first-order ODE model of
Eq. (22) was introduced and justified with numerical results in (Hu et
al., 2009a) for the modeling of the partial film SOR, which is defined
to characterize the evolution of the film porosity of layers that are
close to the film surface. In this work, the instantaneous film SOR is a
similar concept to the partial film SOR, because it also describes the
contribution to the bulk film porosity of the newly deposited layers.
Therefore, the first-order ODE model is a suitable choice to describe
the evolution of the instantaneous film SOR.

From Eq. (21), it follows that at large times as �d approaches �ss
d ,

the steady-state film SOR (�ss) approaches the steady-state value of
the instantaneous film SOR (i.e., �ss = �ss

d ). The deterministic ODE
system of Eq. (22) is subject to the following initial condition:

�d(t0) = �d0 (23)

where t0 is the initial time and �d0 is the initial value of the instan-
taneous film SOR. From Eqs. (22) and (23) and the fact that �ss = �ss

d
at large times, it follows that

�d(t) = �ss + (�d0 − �ss) e−(t−t0)/ (24)

For controller implementation purposes, the expression of the film
SOR can be derived as follows:

�(t) =
∫ t0
0 �drH ds + ∫ t

t0
�drH ds∫ t0

0 rH ds + ∫ t
t0
rHds

=
�(t0)H(t0) + ∫ t

t0
�drH ds

H(t0) + ∫ t
t0
rH ds

(25)

where t0 is the current time, �(t0) and H(t0) are film SOR and film
height at time t0, respectively.

Substituting the solution of �d of Eq. (24) into Eq. (25) and as-
suming that rH is constant for t > >t0, which is taken to be the case
in the parameter estimation and the MPC formulations below, the
analytical solution of film SOR at time t can be obtained as follows:

� = �(t0)H(t0) + rH[�ss(t − t0) + (�ss − �(t0))(e−(t−t0)/ − 1)]
H(t0) + rH(t − t0)

(26)

which is directly utilized in the model predictive control formulation
of Eq. (29) below.
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3.3. Parameter estimation

In the dynamic models of Eqs. (4), (15) and (22), there are five
model parameters that need to be obtained from kMC data of the
deposition process. These model parameters can be estimated on
the basis of the open-loop simulation data at fixed operation condi-
tions, i.e., substrate temperature and deposition rate, from the kMC
model introduced in Section 2 by using least-square methods (Hu
et al., 2009a,b). In the parameter estimation, the predicted evolu-
tion profiles from the dynamic models and the ones from the kMC
simulation of the deposition process are compared in a least-square
sense to find the best model parameters.

Different operating conditions strongly affect the deposition pro-
cess and result in different dynamics of the surface height profile
and of the film SOR. Thus, the model parameters are functions of
the operating conditions. In this work, we choose the deposition
rate, W , as the manipulated input and keep the substrate tempera-
ture fixed at T =850K. The dependence of the model parameters on
the deposition rate, W , can be obtained by performing the param-
eter estimation procedure discussed above for a variety of deposi-
tion rate values (ranging from 0.1 to 1 layer/s); see Figs. 5–7 for the
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dependence of the model parameters on the deposition rate. Sim-
ulation results from 1000 independent simulation runs are used
for the parameter estimation under each deposition rate condition.
It can be clearly seen that the model parameters are strong func-
tions of the deposition rate and this dependence is the basis for
using W to simultaneously control film thickness, roughness and
porosity.

4. Model predictive controller design

In this section, a model predictive controller is designed based
on the dynamic models of surface height and film SOR to regulate
the expected values of surface roughness and film SOR to desired
levels by manipulating the deposition rate. A desired minimum of
film thickness is also included in the cost function in the MPC for-
mulation. A reduced-order model of EW equation is used in the MPC
formulation to approximate the dynamics of the surface roughness.
The surface height profile and the value of film SOR are assumed to
be available to the controller. In practice, these data can be obtained
from in situ gas phase and thin film surface measurements (on-line
film porosity may be obtained by a model that links the off-line film
porosity and in situ gas phase measurements).

With respect to the choice of MPC for the controller design, we
note that classical control schemes like proportional-integral (PI)
control cannot be designed to explicitly account for input/state
constraints, optimality considerations and the batch nature of the
deposition process. Furthermore, dynamic open-loop optimization
may be used but it does not provide robustness against model in-
accuracies and fluctuations in the deposition process. In the case
where feedback control cannot be attained, dynamic open-loop
optimization may be used instead to regulate W; this is naturally
included in the MPC framework employed here. The robustness of
the MPC approach against model parameter uncertainty can be also
improved by including adaptation schemes; see Bohm et al. (1998)
and Krstic and Smyshlyaev (2008) for results on adaptive control
of PDEs.

4.1. Reduced-order model for surface roughness

In model predictive control formulation, the expected surface
roughness is computed from the EW equation of Eq. (4). The EW
equation, which is a distributed parameter dynamic model, contains
infinite dimensional stochastic states. Therefore, it leads to a model
predictive controller of infinite order that cannot be realized in prac-
tice (i.e., the practical implementation of a control algorithm based
on such an system will require the computation of infinite sums
which cannot be done by a computer). To this end, a reduced-order
model of the infinite dimensional ODE model of Eq. (10) is instead
included and is used to calculate the prediction of expected surface
roughness in the model predictive controller.

Due to the structure of the eigenspectrum of the linear operator
of the EW equation of Eq. (4), the dynamics of the EW equation are
characterized by a finite number of dominant modes. By neglecting
the high-order modes (n�m + 1), the system of Eq. (10) can be
approximated by a finite-dimensional system as follows:

d�n

dt
= 	n�n + �n

�(t)

d�n

dt
= 	n�n + �n

�(t)

n = 1, . . . ,m (27)

Note that the ODE for the zeroth state is also neglected, since the
zeroth state does not contribute to surface roughness.
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Fig. 8. Profiles of the expected values of surface roughness square (solid line) and
of the film thickness (dash-dotted line) under closed-loop operation; roughness
control problem with desired minimum of film thickness.
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Fig. 9. Profiles of the expected values of surface roughness square (solid line) and
of the film thickness (dash-dotted line) under closed-loop operation; roughness
control problem without desired minimum of film thickness.

Using the finite-dimensional system of Eq. (27), the expected sur-
face roughness square, 〈r2(t)〉, can be approximated with the finite-
dimensional state variance as follows:

〈r̃2(t)〉 = 1
2�

m∑
i=1

[〈�2
i (t)〉 + 〈�2

i (t)〉] (28)

where the tilde symbol in 〈r̃2(t)〉 denotes its association with a finite-
dimensional system.

4.2. MPC formulation

We consider the control problem of film thickness, surface rough-
ness and film porosity regulation by using a model predictive con-
trol design. The expected values, 〈h̄〉, 〈r2〉 and �, are chosen as the
control objectives. The deposition rate is used as the manipulated in-
put. The substrate temperature is fixed at a certain value, T0, during
all closed-loop simulations. We note here that the proposed mod-
eling and control methods do no depend on the specific number of
the manipulated variables and can be easily extended to the case of
multi-inputs. To account for a number of practical considerations,
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several constraints are added to the control problem. First, there is a
constraint on the range of variation of the deposition rate. This con-
straint ensures validity of the on-lattice kMC model. Another con-
straint is imposed on the rate of change of the deposition rate to
account for actuator limitations. The control action at time t is ob-
tained by solving a finite-horizon optimal control problem.

The cost function in the optimal control problem includes penalty
on the deviation of 〈r2〉 and � from their respective set-point values.
Since the manipulated variable is the deposition rate and the film
deposition process is a batch operation (i.e., the film growth pro-
cess is terminated within a certain time), a desired minimum of the
film thickness is also required to prevent an undergrown thin film
at the end of the deposition process. The minimal film thickness is
regarded as the set-point value of the film thickness in the MPC for-
mulation, i.e., the deviation of the film thickness from the minimum
is included in the cost function. However, only the negative devia-
tion (when the film thickness is less than the minimum) is counted;
no penalty is imposed on the deviation when the thin film exceeds
the minimal thickness. Different weighting factors are assigned to
the penalties on the deviations of the surface roughness and of the
film SOR (and of the film thickness as well). Relative deviations are
used in the formulation of the cost function to make the magnitude
of the different terms used in the cost comparable for numerical
calculation purposes. The optimization problem is subject to the dy-
namics of the reduced-order model of surface roughness of Eq. (27),
the dynamics of the film thickness of Eq. (15), and the dynamics of
the film SOR of Eq. (21). The optimal profile of the deposition rate is
calculated by solving a finite-dimensional optimization problem in
a receding horizon fashion. Specifically, the MPC problem is formu-
lated as follows:

min
W1,.. .,Wi ,. . .,Wp

J =
p∑

i=1

(qr2,iFr2,i + qh,iFh,i + q�,iF�,i)

s.t. Fr2,i =
[
r2set − 〈r̃2(ti)〉

r2set

]2

Fh,i =

⎧⎪⎪⎨
⎪⎪⎩

[
hmin − 〈h̄(ti)〉

hmin

]2

, hmin > 〈h̄(ti)〉

0, hmin � 〈h̄(ti)〉

F�,i =
[�set − �(ti)

�set

]2

〈�2
n(ti)〉 = �2

2�n2
+
(

〈�2
n(ti−1)〉 − �2

2�n2

)
e−2�n2�

〈�2
n(ti)〉 = �2

2�n2
+
(

〈�2
n(ti−1)〉 − �2

2�n2

)
e−2�n2�

〈h̄(ti)〉 = 〈h̄(ti−1)〉 + rh�

�(ti) = {�(ti−1)〈h̄(ti−1)〉 + rh[�ss�+(�ss−�(ti−1))(e−�/−1)]}
〈h̄(ti−1)〉+rh�

Wmin <Wi <Wmax ,
∣∣∣∣Wi+1 − Wi

�

∣∣∣∣ � LW

n = 1, 2, . . . ,m, i = 1, 2, . . . , p (29)

where t is the current time, � is the sampling time, p is the number
of prediction steps, p� is the specified prediction horizon, ti, i =
1, 2, . . . , p, is the time of the ith prediction step (ti=t+i�), respectively,
Wi, i=1, 2, . . . , p, is the deposition rate at the ith step (Wi=W(t+ i�)),
respectively, qr2,i, qh,i and q�,i, i=1, 2, . . . , p, are the weighting penalty
factors for the deviations of 〈r2〉 and � from their respective set-
points r2set and �set , and 〈h̄〉 from its desired minimum, hmin, at the
ith prediction step, Wmin and Wmax are the lower and upper bounds
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Fig. 10. Profiles of the expected values of deposition rate under closed-loop operation
with (solid line) and without (dashed line) desired minimum of film thickness;
roughness control problem.

on the deposition rate, respectively, and LW is the limit on the rate
of change of the deposition rate. Note that we choose 〈h̄〉, rh and
�(t0) to replace H, rH and �d0 in the MPC formulation of Eq. (29),
respectively.

The optimal set of control actions (W1,W2, . . . ,Wp), is obtained
from the solution of the multi-variable optimization problem of Eq.
(29), and only the first value of the manipulated input trajectory,
W1, is applied to the deposition process from time t until the next
sampling time, when new measurements are received and the MPC
problem of Eq. (29) is solved for the computation of the next optimal
input trajectory.

The dependence of the model parameters, rh, �, �2, �ss and , on
the deposition rate, W , is used in the formulation of the model pre-
dictive controller of Eq. (29). The parameters estimated under time-
invariant operating conditions are suitable for the purpose of MPC
design because the control input in the MPC formulation is piece-
wise constant, i.e., the manipulated deposition rate remains constant
between two consecutive sampling times, and thus, the dynamics of
the microscopic process can be predicted using the dynamic models
with estimated parameters.

5. Simulation results

In this section, the proposed model predictive controller of Eq.
(29) is applied to the kMC model of the thin film growth process
described in Section 2. The value of the deposition rate is obtained
from the solution of the problem of Eq. (29) at each sampling time
and is applied to the closed-loop system until the next sampling
time. The optimization problem in the MPC formulation of Eq. (29) is
solved via a local constrained minimization algorithm using a broad
set of initial guesses. Since the state variables of the system are ac-
cessed or measured only at the sampling times in the closed-loop
simulations, no statistical information, e.g., the expected complete
film SOR, is available for feedback control. Thus, instantaneous val-
ues of the surface height profile and film SOR are used as the ini-
tial conditions for the dynamic models in the MPC formulation of
Eq. (29).

The desired values (set-point values) in the closed-loop simula-
tions are r2set = 100 layer2 and �set = 0.96, with a desired minimum
of film thickness of hmin = 1000 layers. The substrate temperature is
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Fig. 11. Profiles of the expected values of film SOR (solid line) and of the deposition
rate (dash-dotted line) under closed-loop operation; porosity-only control.
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Fig. 12. Profiles of the expected values of surface roughness square (solid line) and
of the film thickness (dash-dotted line) under closed-loop operation; simultaneous
regulation of film thickness, roughness and porosity.

fixed at 850K and the initial deposition rate is 0.2 layer/s. The varia-
tion of deposition rate is from 0.1 to 1.0 layer/s. The maximum rate
of change of the deposition rate is LW = 10 layer/s2. All penalty fac-
tors, qr2,i, qh,i and q�,i, are set to be either zero or one. The number
of prediction steps is set to be p= 5. The prediction horizon of each
step is fixed at � = 200 s. The time interval between two samplings
is 5 s. The computational time that is used to solve the optimiza-
tion problem with the current available computing power is negli-
gible (within 10ms) with respect to the sampling time interval. The
closed-loop simulation duration is 1500 s. All expected values are
obtained from 1000 independent simulation runs.

5.1. Regulation of surface roughness with constrained film thickness

Closed-loop simulations of separately regulating film surface
roughness with desired minimum of film thickness (roughness
control problem) are first carried out. In these control problems,
the control objective is to regulate the expected surface roughness
square to the desired value (100 layer2) with a desired minimum
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Fig. 13. Profiles of the expected values of film SOR (solid line) and of the deposition
rate (dash-dotted line) under closed-loop operation; simultaneous regulation of film
thickness, roughness and porosity.

of expected film thickness (1000 layers). Thus, the cost functions
of these problems contain penalties on the deviations of the ex-
pected surface roughness square from the set-point value and of
the expected film thickness from its desired minimum value.

Fig. 8 shows the closed-loop simulation results of the roughness–
thickness control problem. From Fig. 8, it can be seen that the model
predictive controller drives the expected surface roughness square
close to the desired value, 100 layer2, at the end of the simulation.
However, due to the existence of desired minimum of film thickness,
1000 layers, the controller computes a higher deposition rate, and
thus, it results in a higher expected surface roughness square at the
end of the closed-loop simulation. The effect of the minimum of
film thickness can be observed by comparing Fig. 8 to Fig. 9, which
shows the closed-loop simulation results without desired minimum
of film thickness. It can be clearly seen that, without penalty on the
deviation of film thickness, the expected surface roughness square
approaches the set-point value at the end of the simulation, while
the expected film thickness falls under the desired minimum. Fig. 10
shows the comparison between the profiles of deposition rate with
and without desired minimum of film thickness included in the cost
function. In Fig. 10, it can be seen that the thickness constraint results
in a higher deposition rate so that the desired minimum of film
thickness can be achieved at the end of the closed-loop simulations.

5.2. Regulation of film porosity by manipulating deposition rate

In this subsection, film SOR is the control objective (porosity con-
trol problem). In the porosity control problem, the cost function in
the MPC formulation includes only penalty on the deviation of the
film SOR from the set-point value, 0.96. Fig. 11 shows the evolu-
tion profile of the film SOR from the closed-loop simulation of the
porosity control problem. The model predictive controller success-
fully drives the expected film SOR to the set-point value and stabi-
lizes it at the steady state. There is no offset from the set-point at
large times compared to the closed-loop simulation results under a
model predictive controller that utilizes a deterministic linear ODE
model for the film SOR (Hu et al., 2009a). The elimination of offset
demonstrates that the dynamic models of Eqs. (21) and (22), which
are postulated in Section 3.2, are suitable for the purpose of porosity
control. The corresponding profile of the deposition rate W is also
shown in Fig. 11 (dash-dotted line).



Author's personal copy

3912 G. Hu et al. / Chemical Engineering Science 64 (2009) 3903 -- 3913

0 500 1000 1500
0

20

40

60

80

100

120

140

160

180

200

r2  
(L

ay
er

2 )

0

200

400

600

800

1000

1200

Time (s)

h 
(L

ay
er

)

Surface roughness
Roughness set−point
Film thickness
Thickness set−point

Fig. 14. Profiles of the instantaneous values of surface roughness square (solid
line) and of the film thickness (dash-dotted line) under closed-loop operation;
simultaneous regulation of film thickness, roughness and porosity.
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Fig. 15. Profiles of the instantaneous values of film SOR (solid line) and of the depo-
sition rate (dash-dotted line) under closed-loop operation; simultaneous regulation
of film thickness, roughness and porosity.

5.3. Simultaneous regulation of surface roughness and film porosity
with constrained film thickness

Finally, closed-loop simulations of simultaneous regulation of film
thickness, surface roughness and film SOR are carried out. Since the
deposition rate is the only manipulated input, the desired values
of r2set and �set cannot be achieved simultaneously, i.e., the corre-
sponding adsorption rates for the desired surface roughness and film
thickness are not the same. Therefore, a trade-off between the two
set-points is made by the controller. Figs. 12 and 13 show the sim-
ulation results for this work. The expected values of both surface
roughness square and film SOR approach their corresponding set-
points with the minimal film thickness being achieved. The simula-
tion profiles of expected surface roughness square and film thickness
are close to the profiles from the roughness control problem in Sec-
tion 5.1. The close profiles are due to the fact that the film SOR is not
sensitive to the variation of the deposition rate, and thus, the con-
troller tries to regulate the surface roughness square to its set-point.

Figs. 14 and 15 show the instantaneous values of surface
roughness square and film SOR in the closed-loop simulation. The

instantaneous values are obtained from a single simulation run, and
thus, different runs may result in different profiles. The manipulated
deposition rate is also shown in Fig. 15. At the beginning, the con-
troller saturates the deposition rate at the upper bound of 1.0 layer/s
to achieve the minimal film thickness. Surface roughness square and
film SOR also increase from 0 towards their respective set-points. At
about 700 s, surface roughness square reaches its set-point, and soon
after that, the optimal deposition rate drops fast close to the lower
bound so as to keep the surface roughness square at the set-point
and to increase the film thickness close to the minimal value.

6. Conclusions

Distributed control of film thickness, surface roughness and
porosity was developed for a porous thin film deposition process.
The deposition process includes atom adsorption and migration and
was modeled via kinetic Monte Carlo simulation on a triangular
lattice. As a batch process, film thickness is an important target vari-
able for the thin film growth process. The deposition rate was thus
selected as the manipulated input due to its direct influence on the
film thickness. To characterize the evolution of film surface rough-
ness and account for the stochastic nature of the deposition process,
a distributed parameter dynamic model was derived to describe the
evolution of the surface height profile of the thin film accounting for
the effect of deposition rate. The dynamics of film porosity, evalu-
ated as film site occupancy ratio, were described by an ordinary dif-
ferential equation. The developed dynamic models were then used
as the basis for the design of a model predictive control algorithm
that includes penalty on the deviation of film thickness, surface
roughness and film porosity from their respective set-point values.
A reduced-order model of the film surface height was included in
the MPC formulation to calculate the prediction of expected surface
roughness to meet the requirement of computational efficiency for
real-time feedback control calculations. Simulation results demon-
strated the applicability and effectiveness of the proposed modeling
and control approach in the context of the deposition process under
consideration. We found out that the film thickness requirement
essentially places a lower bound on the deposition rate, and thus, it
limits the range of achievable film porosity.
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