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The problem of valve stiction is addressed, which is a nonlinear friction phenomenon that causes poor performance of control loops in the process industries. A model predictive control (MPC) stiction compensation formulation is developed including detailed dynamics for a sticky valve and additional constraints on the input rate of change and actuation magnitude to reduce control loop performance degradation and to prevent the MPC from requesting physically unrealistic control actions due to stiction. Although developed with a focus on stiction, the MPC-based compensation method presented is general and has potential to compensate for other nonlinear valve dynamics which have some similarities to those caused by stiction. Feasibility and closed-loop stability of the proposed MPC formulation are proven for a sufficiently small sampling period when Lyapunov-based constraints are incorporated. Using a chemical process example with an economic model predictive controller (EMPC), the selection of appropriate constraints for the proposed method is demonstrated. The example verified the incorporation of the stiction dynamics and actuation magnitude constraints in the EMPC causes it to select set-points that the valve output can reach and causes the operating constraints to be met.
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Introduction

Model predictive control (MPC) is a popular optimization-based control method in the chemical process industries and as a result, has received extensive academic research attention, with many variants developed to address the range of goals that industry may have. A commonality between all of the MPC strategies is that they require a sufficiently accurate process model for good performance. This process model should include significant dynamics of the process, including those of the valves if they cannot be assumed to be instantaneous. However, although valve dynamics, particularly nonlinear valve dynamics such as stiction and backlash, often cause poor performance of control loops in industry,1,2 valve dynamics are seldom incorporated in developments in MPC.

Valve stiction is a phenomenon caused by friction between valve components and refers to the tendency of a valve not to move upon the change of the control signal sent to the valve until the control signal exceeds a certain threshold, at which time there may be a sudden movement of the valve components causing the valve output (i.e., process manipulated input) to change quickly. The percentage of the available range of valve outputs traversed when the valve output changes quickly quantifies the phenomenon of slip-jump. When the valve is moving (in the moving phase), the valve output typically is linearly related to the valve input until the changes in the valve input change sign (i.e., the valve input begins to decrease when it was previously increasing, or vice versa), at which point the valve begins to stick again. Because stiction has been characterized in various ways by different authors, the authors of Ref. 3 compile some of the stiction definitions, ending with the definition determined by the authors based on observations of plant data, which classifies stiction as a friction effect that manifests itself through a sudden change in the valve output in response to a changing input signal. Specifically, the authors of Ref. 3 define four major regimes in the dynamic response of the control valve output to changes in the input to the valve determined by the controller: deadband, stickband, slip-jump, and the moving phase. In the absence of slip-jump, only deadband (i.e., the percentage of the available range of the input signals to the valve throughout which the valve output does not change in the absence of slip-jump) and the moving phase exist. When a valve experiences slip-jump, the valve remains stuck throughout the deadband and also throughout a percentage of the available range of inputs beyond the deadband (called the stickband) until it slips from the value at which it was stuck to a value in the moving phase.
Stiction has posed a significant issue in chemical process control throughout the last several decades. Reports from the 1990s indicated that stiction negatively affected control loop performance at the time,1,2,5 and a report from Honeywell indicated that when studying 26,000 proportional-integral-derivative (PID) controllers, the performance of about one-third was classified in the lowest of the classification categories ("poor" and "fair"), with valve issues, including stiction, causing about one-third of these low classifications.3 More recently, Ref. 6 cited stiction as a contributor to plantwide oscillations and included plant data from the Mitsubishi Chemical Corporation for a plant where stiction contributed to plantwide oscillations. In addition, in Ref. 7, the proposed stiction detection and quantification method is performed on industrial data for plants with sticky valves, demonstrating that the problem of valve stiction remains a challenging one. As a result, a significant level of research has been performed throughout the years in an attempt to more accurately model, detect, quantify, and combat stiction (see the review paper Ref. 8 for a general overview of stiction modeling, detection, quantification, and compensation).

The physical cause of stiction in control valves is best explained using a specific valve type for clarity of presentation, but the same basic principles will hold for other valve types as well. For example, a pneumatic spring-diaphragm sliding-stem globe valve has a valve stem that, in response to a pressure applied to a diaphragm, moves to adjust the valve output. In a valve with stiction, the valve output may not approach the value requested due to friction forces between the valve stem and the packing that can prevent the valve stem from moving to the required position until the pressure applied to the valve diaphragm is large enough to overcome the breakaway force for the packing-stem contact. The cause of friction between the valve stem and the packing is that the materials from which the stem and packing are made are rough at a microscopic level, with protrusions called asperities. The interactions of the asperities on the two surfaces result in friction forces.9 The friction phenomenon is often described using static, Coulomb, and viscous friction, as well as the Striebeck effect. However, there are a number of other phenomena that result from friction, including rising static friction, presliding displacement (microslip), frictional memory in sliding, stick-slip,9 hysteresis with nonlocal memory during presliding,10 velocity weakening, the lift-up effect,11 and asymmetric stiction.12

Friction models have been developed throughout the years that model these friction effects to varying degrees. For example, the Classical4–13 model only accounts for the Coulomb and viscous forces and the Striebeck effect in the sliding regime, representing any presliding dynamics with a static friction force. As models were developed throughout time, such as the Dahl,14,15 LuGre,16 Leuven,10,17 Elasto-Plastic,18 and generalized Maxwell-Slip models, they began to incorporate some of the more subtle friction effects in both the presliding and sliding regimes. A generic model that attempted to represent the known friction dynamics by modeling various interactions between asperities was also developed.11 A number of researchers have also developed algorithm-based empirical friction models, known as data-driven models, that attempt to represent friction dynamics using decision tree structures. This class of models includes the Stenman,20 Choudhury,3 Kano,21 and He12 models.

A number of works utilizing friction models in control strategies to counter friction have examined adapting friction model parameters.22–24 In addition, the parameters of the friction model change with time for a valve as stiction worsens over time, which may occur for reasons such as tightening of the valve packing or degradation or depletion of materials that comprise or lubricate the valve.26,27 For example, in Refs. 4 and 5, it is seen that as stiction worsens in a pneumatic sliding-stem globe valve, the range of stem positions that can be reached with a given range of pressures applied to the valve is reduced. This is significant because the pressure available to be applied to a valve is limited,28 with the result that as stiction worsens, the given range of pressures cannot move the valve stem as significantly as when stiction was minimal. This shows that a negative effect of stiction is that it changes the valve dynamics and in effect constrains the range of valve outputs available for a given range of actuation magnitudes.

Other negative effects of stiction include set-point tracking issues and oscillations in control loops that result from deadband/stickband and slip-jump. For example, when a valve has deadband/stickband, the valve output does not change in response to changes in the control signal to the valve until the control signal overcomes the deadband/stickband, which prevents the valve output from tracking its set-point. Oscillations can occur in a control loop with integral action and a valve with deadband/stickband and slip-jump due to effects similar to those caused by wind-up in an integrating controller. If there is significant deadband/stickband before the valve slips and the valve controller is aggressive, the integral action becomes large, and although it may be desirable to stop the valve from moving or to move it in the opposite direction soon after it slips, the integral action of the controller causes it to continue moving in the original direction for some time, resulting in overshoot of the set-point and possibly oscillations as occurs in the case of controller wind-up.29 In addition, slip-jump is known to contribute to oscillatory behavior.7

A good deal of work has been performed to reduce the negative effects of stiction on engineering processes. As mentioned above with respect to adapting friction model parameters, a number of methods have been developed to reduce the tracking offset that can result from friction (many appear in the literature for high-precision mechanical applications such as machining) using control laws based on a friction model (see, e.g., Refs. 5 and 30). Much of the stiction compensation literature for sticky valves in chemical plant control loops has focused on reducing oscillations. Methods for oscillation reduction include the knocker and variations upon it26,27,31,32 and the constant reinforcement method of Ref. 29, which add signals to the controller output to reduce the amplitude of oscillations in the process variable that is controlled by manipulating the valve output. Other methods include the two moves method and its extensions,33–35 which attempt to drive the valve stem to a specific position, an optimization method36 which can compute compensating signals to add to controller outputs to minimize undesirable effects of stiction compensation such as excessive stem movement, and retuning methods.36–38

An observation is that the stiction compensation literature for oscillating control loops often refers to processes in which the process variable controlled by the valve output is measured and fed back to a controller. Because the deadband/stickband may cause the valve dynamics to act like a time delay in the control loop in such a case, and time delays in a control loop are known to cause oscillations, this effect may contribute to the oscillations observed in some cases; however, although the control architecture used to control a sticky valve may have an impact in some cases on the poor performance of a control
loop, it can often be the deadband/stickband combined with slip-jump, rather than the control architecture, that causes the limit cycle behavior observed in numerous control loops containing sticky valves.

In addition to the stiction compensation methods mentioned above, predictive control methods have also been looked at for stiction compensation. In Ref. 39, a predictive controller for applications requiring high precision of mechanical movement was augmented by time delay control and zero phase error tracking control to improve its tracking performance in the presence of nonlinear friction effects. Nonlinear MPC is used in Ref. 40 to control a hydraulic actuator subject to constraints. In Ref. 41, MPC and a deadzone compensator are used to control a gantry crane subject to deadzone and saturation. In Ref. 42, an inverse backlash model and valve saturation are incorporated in an MPC for linear systems to overcome the deadband associated with backlash, and this controller is applied to a system with stiction in Ref. 43. In Ref. 44, the bounds on the optimization variables computed by an MPC are adjusted based on the knowledge that the MPC is in series with a unit that applies the inverse model for deadzone, stiction, or backlash to the output from the MPC and sends this signal to a valve with nonlinear dynamics that can saturate.

In this work, we propose MPC incorporating stiction dynamics, actuation magnitude constraints, and input rate of change constraints as a stiction compensation strategy for nonlinear process systems. We use a control architecture that avoids potential oscillation issues caused by delays in control loops and develop a process-valve dynamic model to be incorporated in MPC that includes detailed dynamics for a valve with stiction. We suggest a number of variations to the cost function and constraints of the proposed MPC such that it can be formulated to alleviate set-point tracking errors and oscillations due to stiction for a variety of cases. We further elucidate the need for actuation magnitude constraints in the proposed MPC to ensure that the set-points calculated by the controller remain physically reachable as stiction worsens. With the addition of Lyapunov-based stability constraints and a sufficiently small sampling period, the proposed controller is proven to be recursively feasible and to ensure closed-loop stability of the nonlinear process-valve system. Through a chemical process example, we motivate the addition of actuation magnitude constraints to MPC for stiction compensation and demonstrate the improvement in the set-point tracking ability of valves when the actuator dynamics and actuation magnitude constraints are incorporated in MPC compared to the case when they are not. The focus of the discussion is on compensating for stiction in control loops; however, the proposed method is flexible and could be examined as a compensating strategy for other valve nonlinearities as well. Although the technique of incorporating valve dynamics in MPC to improve control performance is similar to the approach in Ref. 45, which demonstrated that for a linear actuator layer, the incorporation of actuator dynamics in economic model predictive control (EMPC) can be important for ensuring that process constraints are satisfied, this work significantly extends the concepts of that work to compensate directly for the nonlinear dynamics of stiction. Specifically, it develops additional constraints that should be considered for use in MPC when valves are known to have stiction in order to compensate for its effects, and the results impact all variants of MPC, rather than EMPC only.

Preliminaries

Notation

In this work, \( t_k = kA, k=0, 1, 2, \ldots \) refers to synchronous time instants separated by a sampling period \( A \). The Euclidean norm of a vector is denoted by \( |\cdot| \). A function \( x: [0, a] \rightarrow [0, \infty) \) with \( x(0) = 0 \) belongs to class \( K \) if it is continuous and strictly increasing. A level set of a scalar-valued positive definite function \( V(x) \) is defined to be the set \( \Omega_{\rho} = \{ x \in \mathbb{R}^n \mid V(x) \leq \rho \} \). Set subtraction is denoted using \( \setminus \) (i.e., \( x \in A / B = \{ x \in \mathbb{R}^n \mid x \in A, x \notin B \} \)).

Class of systems

In this work, we develop a process-valve model for use in MPC that incorporates the dynamics of the process as well as the dynamics of the valves. This model includes dynamic equations for the process, the valve position, the valve output, and a linear controller for the valve. We introduce these equations separately, and then present the integrated model that combines them.

Class of nonlinear processes. We consider nonlinear processes of the form

\[
\dot{x} = f(x(t), u_a(t), w(t))
\]

where \( x \in \mathbb{R}^n, u_a \in \mathbb{R}^n, \) and \( w \in \mathbb{R}^w \) are vectors of the process states, process inputs, and process disturbances, respectively. The inputs \( u_a \) to the process are the outputs from the valves, which will be further detailed below. Due to the physical limitations on the valve opening, we assume that each input \( u_{a,i}, i=1, \ldots, m \), to the process is bounded within \( U_i \), \( U_i = \{ u_{a,i} | u_{a,i,min} \leq u_{a,i} \leq u_{a,i,max} \} \). We also assume that the disturbance is bounded (w \( \in W : = \{ w | |w| \leq 0, 0 > 0 \} \)). We note that the model of Eq. 1 can be constructed either through first-principles or system identification techniques.

Nonlinear valve dynamics. Using a force balance on the valve moving parts, we describe the valve dynamics by \( x_{v,j} \) and \( v_{v,j} \), which are variables representative of the position and velocity of the moving parts of the \( j \)th valve relative to the valve surfaces causing friction. The differential equations for these two variables are

\[
\frac{dx_{v,j}}{dt} = v_{v,j}
\]

\[
\frac{dv_{v,j}}{dt} = \frac{1}{m_{v,j}} \left[ c_{i} F_{O,j} - F_{f,j} - b_{i} F_{I,j} \right]
\]

where \( m_{v,j} \) is the mass of the moving parts that experience friction for the \( j \)th valve, \( F_{O,j} \in \mathbb{R}^n \) is a vector of forces acting on the valve in the direction opposite friction, \( F_{f,j} \) is the friction force on the \( j \)th valve, and \( F_{I,j} \in \mathbb{R}^n \) is a vector of nonfriction forces acting on the valve in the same direction as the friction force. The vectors \( c_{i} \in \mathbb{R}^n \) and \( b_{i} \in \mathbb{R}^n \) are vectors of coefficients of the forces that are components of \( F_{O,j} \) and \( F_{I,j} \). The friction force \( F_{f,j} \) experienced by the valve moving parts causes the effects referred to as stiction, and can be described by a general nonlinear model that is a function of \( x_{v,j}, v_{v,j} \), and internal state variables \( z_{f,j} \in \mathbb{R}^2 \) of the friction model as follows

\[
F_{f,j} = \tilde{F}_{f,j}(x_{v,j}, v_{v,j}, z_{f,j})
\]

\[
\dot{z}_{f,j} = \tilde{z}_{f,j}(x_{v,j}, v_{v,j}, z_{f,j})
\]
Assuming that each valve controls one process input, we define the three state vectors \( v_{i} = \left[ x_{v,i}, \ldots, x_{v,m} \right]^T \), \( y_{i} = \left[ v_{r,i}, \ldots, v_{r,m} \right]^T \), and \( z_{i} = \left[ z_{f,1}, \ldots, z_{f,m} \right]^T \), as well as the vectors related to nonfriction forces acting on the valve, \( c = \left[ c_{1}^T, \ldots, c_{m}^T \right]^T \), \( F_{O} = \left[ F_{O,1}, \ldots, F_{O,m} \right]^T \), and \( F_{I} = \left[ F_{I,1}, \ldots, F_{I,m} \right]^T \). For simplicity of notation, we define \( \dot{v}_{i} = \left[ \dot{v}_{r,i}, \ldots, \dot{v}_{r,m} \right]^T \), where \( \dot{v}_{r,i} = \dot{v}_{i} - \left( c_{i} + F_{O,i} + F_{I,i} \right) \), and \( \dot{z}_{f,i} = \left( c_{i} + F_{O,i} + F_{I,i} \right) \) is defined to be the right-hand side of Eq. 3, and \( \dot{z}_{f,i} = \left[ \dot{z}_{f,1}, \ldots, \dot{z}_{f,m} \right]^T \). In addition, we define

\[
\dot{z} = \sum_{i=1}^{m} \dot{z}_{f,i}
\]

To clarify the valve model dynamics presented in this section, Figure 1 depicts a sliding-stem globe valve with a friction force and a force from the actuator acting upon it. This valve figure does not provide a detailed schematic of the inside of the valve, but helps to clarify how some of the forces described above may act on an example valve. It should also be noted that the discussion above is not limited to this sliding-stem globe valve type.

**Remark 1.** We note that the form of Eqs. 2 and 3, which define the position and velocity of the valve using a force balance, implies that the moving parts of the valve under consideration move linearly, as would be the case with, for example, a sliding-stem globe valve. A variety of other valve types exist, however, and the moving parts of many of these do not move linearly, but rather rotate (this is the case with, e.g., a ball or butterfly valve).\(^{36,48}\) Appropriate equations for the dynamics and friction for a valve that does not have linear movement could be substituted for Eqs. 2–5.

**Remark 2.** The data-driven friction models use decision-tree structures traversed based on the evaluation of Boolean expressions, and thus are not immediately in the first-order ordinary differential equation form of Eqs. 4 and 5. However, such models can be used to simulate a system and then perform a model identification procedure on the results to obtain a model in the form of Eqs. 4 and 5.

Relating valve position and valve output. We relate \( u_{a,i} \) to \( x_{v,i} \) through the following nonlinear relationship

\[
u_{a,i} = g_{V,i}(x_{v,i})
\]

where \( g_{V,i} \) is a one-to-one continuous nonlinear function. We define \( u_{a} = [u_{a,1}, \ldots, u_{a,m}]^T \) and \( g_{V,i} = [g_{V,1}(x_{v,1}), \ldots, g_{V,m}(x_{v,m})]^T \). As an example of possible relationships between \( u_{a,i} \) and \( x_{v,i} \), Figure 2 presents a plot of two types of relationships (linear and equal percentage) between \( u_{a,i} \) and \( x_{v,i} \), that are described in the literature for sliding-stem globe valves, and depicts the case that the zero of the valve position corresponds to zero flow.\(^{28,46}\)

**Remark 3.** As noted in Ref. 28, \( u_{a,i} \) depends not only on \( x_{v,i} \), but also on the fluid pressures upstream and downstream of the valve. In Eq. 7, we assume that the upstream and downstream pressures are fixed for a given value of \( x_{v,i} \) such that we are able to write \( u_{a,i} \) as a function of \( x_{v,i} \) only by writing the pressure differential as a function of \( x_{v,i} \) as well. However, for the case that this is not possible and the pressures are varying, it is possible to instead write Eq. 7 as a function of \( x_{v,i} \) as well as of the upstream and downstream pressures and to still apply the method proposed in this article to the resulting system if the dynamics of the pressure variations are added to the process valve model.

Linear controller dynamics. It is customary in industry to implement a regulatory layer where classical linear controllers are used to influence the valve dynamics and force the valve output to be closer to the valve output set-point computed by the model predictive controller.\(^{49}\) Thus, for consistency with industrial practice, we assume that a linear controller (e.g., a proportional (P) controller, a proportional-integral (PI), or a PID controller) is used, as opposed to a nonlinear controller, to regulate the valve stem position to its set-point. Because \( x_{v,i} \) and \( u_{a,i} \) are related through a one-to-one nonlinear algebraic equation, this is equivalent to assuming that the linear controller regulates the flow rate from the valve to its set-point. The dynamics of this linear controller are described by

![Figure 1. Schematic of forces on an example valve.](image1)

![Figure 2. Examples of relationships between \( u_{a,i} \) and \( x_{v,i} \) for a valve.](image2)
where \( \xi_i \in R^n \) is the vector of controller states for the linear controller of the \( i \)-th valve output (this is the zero vector if a static controller is used), \( u_{m,i} \) is the set-point for the valve output of the \( i \)-th valve, which is set by the MPC, and \( A_i \in R^{n \times (1+r)} \) and \( B_i \in R^{r \times 1} \) are a matrix and a vector. In addition, we define \( g_{\xi_i}^{-1}(u_m) = [g_{\xi_i}^{-1}(u_{m,1}) \ldots g_{\xi_i}^{-1}(u_{m,m})]^T \) and
\[
 r = \sum_{i=1}^{m} r_i \tag{9}
\]

Combined process-valve model. Given the differential and algebraic equations describing the dynamics of the process-valve system in Eqs. 1–9 to be controlled by MPC, we now combine these equations into one process-valve dynamic model with state vector \( q = [x^T \ q_v^T \ \hat{z}_f^T \ \hat{z}_z^T]^T \)
\[
 q = \begin{bmatrix}
 \dot{x} \\
 \dot{q}_v \\
 f_q(q(t), c(t), F_O(t), b(t), F_I(t), u_m(t), w(t)) \\
 \frac{\partial V(q)}{\partial q} f_q(q(t), u_m(t), w(t)) \\
 \hat{z}_f(x_v(t), \dot{q}_v(t), z_f(t)) \\
 \hat{z}_z(x_v(t), \dot{q}_v(t), z_j(t)) \\
 A \begin{bmatrix} \dot{x}_v \end{bmatrix} + B g_{\xi_i}^{-1}(u_m(t)) \\
 \end{bmatrix}
\tag{10}
\]

where \( A \) and \( B \) are matrices containing the entries of each \( A_i \) and \( B_i \), respectively, in appropriate orders. The statement that \( f_q(q(t), c(t), F_O(t), b(t), F_I(t), u_m(t), w(t)) = f_q(q(t), u_m(t), w(t)) \) follows because the vectors \( c, F_O, b, \) and \( F_I \) will be functions of the states \( q \) and/or the inputs \( u_m(t) \) when they are defined for a system.

Defining \( q_i = n + 2m + z + r \), we assume that \( f_q : R^{n+i \times R^m} R^{n} \rightarrow R^{n+i} \) is a locally Lipschitz function of its arguments with the origin of the uniform nominal system (the system of Eq. 10 with \( u_m(t) \equiv 0 \) and \( w(t) \equiv 0 \) at the origin (i.e., \( f_q(0, 0, 0, 0) = 0 \)). We further assume that the inputs \( u_{m,i} \), \( i = 1, \ldots, m \), are restricted as follows: \( u_{m,i} \in U_{m,i} := \{u_{m,i} \mid u_{m,i,\min} \leq u_{m,i} \leq u_{m,i,\max} \} \). It is noted that a valve setpoint \( u_{m,i} \) from the MPC need not be restricted to the same set \( U_i \) that the actual valve output is restricted within (e.g., it may be restricted to a smaller set \( U_{m,i} \) if it is known that the linear controller controlling the valve output overshoots the setpoint). In addition to the restriction that each \( u_{m,i} \in U_{m,i} \), we may have additional input constraints that depend on the current states, inputs, or both (as opposed to constraints that may depend on past and future values of the inputs or states). Thus, we consider that each \( u_{m,i} \in U_{T,s}(q) \), where \( U_{T,s}(q) \) represents the set of allowable values of the input \( u_{m,i} \) given all constraints involving this input, and it is defined separately at each state-space point \( q \) since the input constraints may depend on the current state.

We further assume that a Lyapunov-based controller \( h_i(q) = [h_{i,1}(q) \ldots h_{i,m}(q)]^T \) with \( h_i(0) = 0 \) exists for the nominal system of Eq. 10 that can render the origin locally asymptotically stable while meeting the input constraints in the sense that a sufficiently smooth, positive definite Lyapunov function \( V(q) \) and class \( K \) functions \( z_1(\cdot), z_2(\cdot), z_3(\cdot), \) and \( z_4(\cdot) \) exist that satisfy the following inequalities:
\[
\begin{align*}
 z_1(|q|) &\leq V(|q|) \leq z_2(|q|) \tag{11a} \\
 \frac{\partial V(q)}{\partial q} f_q(q, h_i(q), 0) &\leq -z_3(|q|) \tag{11b} \\
 \frac{\partial V(q)}{\partial q} f_q(q, h_i(q), 0) &\leq z_4(|q|) \tag{11c}
\end{align*}
\]
for all \( q \in D \subseteq R^q \), where \( D \) is an open neighborhood of the origin. A number of works address the development of Lyapunov-based control laws (see, e.g., Refs. 52–54).

There may be constraints on the states of the system of Eq. 10 (e.g., the constraint that each \( u_{m,i} \in U_i \)), which will restrict the allowable states within the set \( Q \). The stability region of the process-valve system of Eq. 10 under the controller \( h_i(q) \) is defined as the level set \( Q_i \subseteq Q \subseteq D \) of the Lyapunov function. In addition to the requirements on \( h_i(q) \) in Eq. 11d, we require that each \( h_{i,j}, i = 1, \ldots, m, \) be locally Lipschitz as follows
\[
|h_{i,j}(q_1) - h_{i,j}(q_2)| \leq L_i|q_1 - q_2|, i = 1, \ldots, m \tag{12}
\]
for all \( q_1, q_2 \in Q_i \), where \( L_i > 0 \) can satisfy the Lipschitz condition for every \( h_{i,j} \) (i.e., \( L_i \) is greater than or equal to the minimum Lipschitz constant that can satisfy the Lipschitz condition for the control law \( h_i(q) \) that has the largest minimum Lipschitz constant from all \( i = 1, \ldots, m \)). We note that when \( h_i(q) \) is applied to the system of Eq. 10 in sample-and-hold, it can render the origin practically stable for sampling periods \( \Delta \leq \Delta^* \).

From Lipschitz continuity of \( f_q \), from the bounds on \( u_{m,i} \) and \( w \), and from the fact that \( V(q) \) is sufficiently smooth, there exist positive constants \( M, L_q, L_w, L'_q, \) and \( L'_w \) such that
\[
\begin{align*}
|f_q(q, u_{m,1}, \ldots, u_{m,m}, w)| &\leq M \tag{13} \\
|f_q(q_1, u_{m,1}, \ldots, u_{m,m}, w) - f_q(q_2, u_{m,1}, \ldots, u_{m,m}, 0)| &\leq L_q|q_1 - q_2| + L_w|w| \tag{14} \\
|\frac{\partial V(q_1)}{\partial q} f_q(q_1, u_{m,1}, \ldots, u_{m,m}, w) - \frac{\partial V(q_2)}{\partial q} f_q(q_2, u_{m,1}, \ldots, u_{m,m}, 0)| &\leq L'_q|q_1 - q_2| + L'_w|w| \tag{15}
\end{align*}
\]
for all \( q_1, q_2 \in Q_i, u_{m,i} \in U_{T,s}(q), i = 1, \ldots, m, \) and \( |w| \leq 0 \). A consequence of Eq. 13 and the continuity of \( q \) is that the following inequality holds
for all \( q(t), q(t_{t-1}) \in \Omega_s \), when \( t \in [t_{t-1}, t_k] \), and a \( \Delta \) sufficiently small (i.e., \( \Delta < \Delta_1 \), where \( \Delta_1 \) is the largest value of \( \Delta \) for which Eq. 16 holds).

**Remark 4.** In Eq. 10, disturbance is only considered in the process states. It is noted that disturbance could also be added to the states \( x_v, v, \gamma \) if desired, and all results in this article would continue to hold if the resulting noise vector was bounded as \( w \) is assumed to be.

**Model predictive control**

MPC is a control strategy characterized by the use of an optimization problem incorporating a process model to compute control actions throughout a prediction horizon subject to process constraints. Tracking MPC, generally formulated with a quadratic objective and designed to regulate a process to a steady-state, is popular in the chemical processing industry,56 but other formulations of MPC, such as economic model predictive control57–59 incorporate a nonlinear objective function that does not have its minimum at a steady-state. In this work, we develop a stiction compensation methodology using stiction dynamics incorporated in the MPC process model, and the strategy developed is suitable for any MPC formulation. A general formulation of MPC has the form

\[
\min_{u_{m,1}(t), \ldots, u_{m,m}(t)} \int_{t_k}^{t_{k+N}} L_{\text{MPC}}(\tilde{x}(t), u_{m,1}(t), \ldots, u_{m,m}(t)) \, dt \tag{17a}
\]

subject to:

\[
\dot{\tilde{x}}(t) = f(\tilde{x}(t), u_{m,1}(t), \ldots, u_{m,m}(t), 0) \tag{17b}
\]

\[
\tilde{x}(t_k) = \tilde{x}(t_{k-1}) \tag{17c}
\]

\[
\tilde{x}(t) \in X, \forall t \in [t_k, t_{k+N}] \tag{17d}
\]

\[
u_{m,i}(t) \in U_{m,i}, i = 1, \ldots, m, \forall t \in [t_k, t_{k+N}] \tag{17e}
\]

\[
G_{\text{MPC},1}(\tilde{x}(t), u_{m,1}(t), \ldots, u_{m,m}(t)) = 0 \tag{17f}
\]

\[
G_{\text{MPC},2}(\tilde{x}(t), u_{m,1}(t), \ldots, u_{m,m}(t)) \leq 0 \tag{17g}
\]

where the optimal control trajectories are chosen among all functions in the set \( S(\Delta) \) of piecewise-constant functions with period \( \Delta \). A general stage cost \( L_{\text{MPC}}(\tilde{x}(t), u_{m,1}(t), \ldots, u_{m,m}(t)) \) is optimized (Eq. 17a) subject to constraints on the predicted state \( \tilde{x}(t) \) that limit it to the state-space region \( X \) (Eq. 17d), bounds on the allowable control actions (Eq. 17e), and general equality (Eq. 17f) and inequality (Eq. 17g) constraints described by functions \( G_{\text{MPC},1}(\tilde{x}(t), u_{m,1}(t), \ldots, u_{m,m}(t)) \) and \( G_{\text{MPC},2}(\tilde{x}(t), u_{m,1}(t), \ldots, u_{m,m}(t)) \), respectively. Predictions of the process state are obtained from the differential equation for the process in Eq. 17b and the initial condition in Eq. 17c obtained from a state measurement of the process at time \( t_k \). MPC is implemented in a receding horizon fashion by solving the MPC optimization problem in Eq. 17 to determine \( N \) vectors \( u_{m,i} \) of sample-and-hold input trajectories corresponding to the \( N \) sampling periods in the prediction horizon. Only the vector of control actions corresponding to the first sampling period of the prediction horizon is implemented on the process, and at the next sampling time, the MPC is resolved.

**MPC for Stiction Compensation**

A stiction compensation strategy should address the negative effects of stiction on control loop performance, including that it can prevent a valve from effectively tracking the set-points it receives or can result in oscillations in a control loop. Another negative effect of stiction can be changes in the valve dynamics as stiction worsens that affect the range of values that the valve output can take with the available actuation energy. The proposed MPC can alleviate these negative impacts of valve stiction. We first discuss the proposed control loop architecture, and then proceed to develop the model predictive controller formulation incorporating the process and valve dynamics, actuation magnitude constraints, and input rate of change constraints. We also include Lyapunov-based stability constraints that will be used to prove feasibility of the proposed MPC optimization problem and stability of the closed-loop system under the MPC. We discuss how the proposed formulation addresses the various issues associated with stiction and provide the proofs of feasibility and closed-loop stability for a sufficiently small sampling period.

**MPC architecture and formulation for stiction compensation**

The proposed control architecture, shown in Figure 3, incorporates an MPC controlling a process by providing set-points for the valve outputs (process manipulated inputs) to a linear controller that drives the valve output quickly to its set-point. It is noted that the control of the valve output set-point, rather than the stem position itself, is a feature of the methodology and is chosen for consistency with the current control architectures incorporating MPC and a lower layer with linear controllers in industry. The proposed MPC computes control actions by solving the following optimization problem

\[
\min_{u_{m,1}(t), \ldots, u_{m,m}(t)} \int_{t_k}^{t_{k+N}} L_{\text{MPC}}(\tilde{q}(t), u_{m,1}(t), \ldots, u_{m,m}(t)) \, dt \tag{18a}
\]

subject to:

\[
\dot{\tilde{q}}(t) = f(\tilde{q}(t), u_{m,1}(t), \ldots, u_{m,m}(t), 0) \tag{18b}
\]

\[
\tilde{q}(t_k) = \tilde{q}(t_{k-1}) \tag{18c}
\]

\[
u_{m,i}(t) \in U_{m,i}, i = 1, \ldots, m, \forall t \in [t_k, t_{k+N}] \tag{18d}
\]

\[
G_{\text{act},1}(\tilde{q}(t), u_{m,1}(t), \ldots, u_{m,m}(t)) = 0, \forall t \in [t_k, t_{k+N}] \tag{18e}
\]

\[
G_{\text{act},2}(\tilde{q}(t), u_{m,1}(t), \ldots, u_{m,m}(t)) \leq 0, \forall t \in [t_k, t_{k+N}] \tag{18f}
\]

\[
[\tilde{u}_{m,1}(t_k) - h_{\text{eq}}(\tilde{q}(t_k))] \leq \epsilon, i = 1, \ldots, m, j = k+1, \ldots, k+N-1 \tag{18g}
\]

\[
[\tilde{u}_{m,1}(t_k) - h_{\text{eq}}(\tilde{q}(t_k))] \leq \epsilon, i = 1, \ldots, m, j = k+1, \ldots, k+N-1 \tag{18h}
\]

\[
G_{\text{MPC},1}(\tilde{q}(t), u_{m,1}(t), \ldots, u_{m,m}(t)) = 0, \forall t \in [t_k, t_{k+N}] \tag{18i}
\]

\[
G_{\text{MPC},2}(\tilde{q}(t), u_{m,1}(t), \ldots, u_{m,m}(t)) \leq 0, \forall t \in [t_k, t_{k+N}] \tag{18j}
\]

\[
V(\tilde{q}(t_k)) \leq \rho_e, \forall t \in [t_k, t_{k+N}] \tag{18k}
\]

\[
\frac{\partial V(q(t_k))}{\partial q} f_q(q(t_k), h_{\text{eq}}(q(t_k)), \ldots, h_{\text{m}}(q(t_k))) \leq 0 \tag{18l}
\]

\[
\text{if } t_k \geq t' \text{ or } V(q(t_k)) > \rho_e \tag{18m}
\]

This MPC is implemented in the same manner as Eq. 17; however, here the general stage cost \( L_{\text{MPC}} \) (Eq. 18a) is a function of the predicted state \( \tilde{q} \) from the full process-valve model
With the constraint of Eq. 18l is active, Mode 1 of the simulation. These constraints define two modes of operation of the MPC. When the constraint of Eq. 18l is active, Mode 1 of the simulation. These constraints define two modes of operation of the MPC formu-

In addition to such constraints on the actuation of each valve, the use of the detailed stiction model within the MPC allows additional restrictions to be placed on the actuation magnitude, including the equality and inequality constraints in Eqs. 18f and 18g, to prevent the MPC from calculating undesirable or non-

For simplicity of presentation, the only force on the valve presented is one which is calculated by the linear controller. The only force on the valve presented is one which is calculated by the linear controller.

Remark 5. Due to the generality of the proposed MPC formulation, it is possible for a different stabilizing formulation, such as a terminal cost with a terminal region constraint, a terminal state constraint, or an infinite horizon, to be used in place of Eqs. 18l and 18m (see also Refs. 66 and 67 and the references therein for more infor-

Remark 6. In a practical setting, the parameters of the stiction model may change with time as stiction worsens. Thus, it may be desirable to reidentify the parameters of the stiction model at various points in time. In addition, it may be necessary to retune the linear controller of the valve as its dynamics change due to stiction. Thus, an assumption of the proposed design is that one can successfully detect and identify stiction and retune the controller as desired. Although stiction detection and quantification are outside the scope of this work, a number of results have appeared in these research fields, including methods based on trends in controller output and controlled variable data (e.g., Refs. 68 and 69) or those based on model identification (e.g., Refs. 2, 7, and 12); see also the review paper Ref. 8 and the references therein. With regard to the retuning of the linear controller, controller tuning methods are discussed in works such as Refs. 70–72.

Remark 7. As commonly noted in the literature, the negative impact of valve stiction cannot be fully remedied unless valve maintenance is performed. However, there are circumstances in which maintenance is not performed on sticky valves until a planned process shutdown, which is often infrequent (every 6 months to 3 years). The growing body of developments in stiction assessment and the use of MPC to prevent process shut-down during actuator maintenance make the proposed stiction compensation architecture ideal for integration with these other developments to allow one to detect growing valve stiction but then to perform the mainte-

As commonly noted in the literature, the negative impact of valve stiction cannot be fully remedied unless valve maintenance is performed. However, there are circumstances in which maintenance is not performed on sticky valves until a planned process shutdown, which is often infrequent (every 6 months to 3 years). The growing body of developments in stiction assessment and the use of MPC to prevent process shut-down during actuator maintenance make the proposed stiction compensation architecture ideal for integration with these other developments to allow one to detect growing valve stiction but then to perform the mainte-

Figure 3. Proposed architecture for MPC incorporating valve dynamics and actuation magnitude constraints for stiction compensation.

For simplicity of presentation, the only force on the valve presented is one which is calculated by the linear controller.
Analysis of MPC formulation

The power of the proposed stiction compensation strategy lies in its flexibility. Because of the incorporation of the stiction dynamics in the MPC, a control engineer can adjust the cost function and the constraints to minimize the negative impacts of stiction, including the delay in a valve’s response to a control signal change, control loop oscillations, and changes in the relationship between the valve output and actuation magnitude as stiction worsens. To clarify this point, we present a number of remarks that exemplify how the proposed MPC could be modified to counter various control loop issues due to stiction.

Remark 8. The linear controller for the valve can be used to speed the response of the valve to a set-point change, even a set-point change in the direction opposite to previous set-point changes (i.e., a set-point change that causes the valve to stick). If the controller is aggressive, it can cause the control input to the valve to quickly overcome the deadband, reducing set-point tracking issues arising from stiction (if the aggressiveness does not cause oscillations).

Remark 9. The MPC cost function could include a penalty on deviations of the valve output from its set-point throughout time. Because the MPC incorporates a model of the stiction dynamics and thus is aware that the valve will slip and by how much, this penalty would encourage the MPC to choose, as often as possible, set-points that are not within the range of valve outputs where slip-jump occurs, or which are at values at which the valve output can be stabilized even if the integral term of the linear controller becomes large during the direction change of the valve velocity.

Remark 10. If stiction is affecting a valve significantly such that the control loop is oscillating and the proposed method is implemented with an economics-based objective, the proposed method could be used to choose set-points that are more economically optimal than if the MPC was unaware of the process dynamics. For example, even if a set-point was chosen about which the valve output (and consequently the process variables controlled by this valve output) oscillated, this would still be the most economically optimal method for operating the system because the MPC included the oscillatory effect of the valve dynamics in its determination of the optimal valve set-points.

Remark 11. If the linear controller is appropriately designed, the input rate of change constraints in Eqs. 18h and 18i can be added to prevent the integral term of the linear controller from growing large for any given set-point change, reducing the likelihood that there will be a wind-up-like effect caused by the deadband/stickband of the valve. For example, if the linear controller is designed such that its output is the force that the valve actuator must apply to the valve, the integral term of the linear controller could be reset to 0 at the beginning of each sampling period, and the steady-state value of the linear controller output could be set to the last applied value of the controller output. Thus, the force on the valve from the valve actuator could be increased gradually throughout a number of sampling periods where small changes of the valve-stick point occur in each, such that it is less likely that the integral term will be large when the linear controller output becomes large enough to initiate slip-jump of the valve. This is consistent with the concept used in stiction compensation strategies such as the knocker and constant reinforcement of adding compensating pulses to the control signal in an attempt to make the valve slip with a lower value of the integral action than if compensation were not used.26-30

Remark 12. A major contribution of the proposed method is that it accounts for changes in the range of valve outputs that can be achieved with the given actuation energy as stiction worsens. This has not been addressed by prior stiction compensation methods. It is less of a concern for stiction compensation methods that only adjust the control signal to the valve (rather than the valve set-point) because the valve actuation magnitude can saturate if the control signal exceeds its limits, and when the set-point remains constant, it is less likely that the extremes of the valve actuation magnitude will be approached. The previous MPC strategies for stiction compensation have also not explicitly addressed the change in constraints that results as the valve output-actuation magnitude dynamics change, although Refs. 42-44 address valve output saturation. The proposed method of this work, however, introduces actuation magnitude constraints in Eqs. 18f and 18g to constrain the valve actuation magnitude and prevent the process-valve model from predicting nonphysical values for such forces. This will be further clarified in Section “Application to a Chemical Process Example” in this work.

Feasibility and stability

In this section, we prove that the optimization problem of Eq. 18 is feasible for all times and that the closed-loop system of Eq. 10 is stable under the MPC of Eq. 18 when a sufficiently small sampling period is used. We first restate two propositions from Ref. 57 used to define parameters and equations that will be used in the feasibility and stability proof. We then motivate the introduction of a constraint that we will impose on \( \Delta \) in the proof by a proposition that shows that the input rate of change constraints as formulated with respect to the Lyapunov-based controller \( h(q) \) in Eqs. 18h and 18i constrain the difference between consecutively applied solutions of the MPC optimization problem to be less than a desired value (these input rate of change constraints for MPC are different than those in previous works on input rate of change constraints in MPC such as, e.g., Ref. 76). Finally, we combine the results of the propositions to prove feasibility and stability of the proposed MPC.

Proposition 1. (c.f. Refs. 57 and 77). Consider the systems

\[
\dot{q}_a(t) = f_q(q_a(t), u_{m,1}(t), \ldots, u_{m,m}(t), w(t)) \tag{19a}
\]

\[
\dot{q}_b(t) = f_q(q_b(t), u_{m,1}(t), \ldots, u_{m,m}(t), 0) \tag{19b}
\]

with initial states \( q_a(t_0) = q_b(t_0) \in \Omega_p \). There exists a \( K \) function \( f_w(\cdot) \) such that

\[
|q_a(t) - q_b(t)| \leq f_w(t - t_0) \tag{20}
\]

for all \( q_a(t), q_b(t) \in \Omega_p \) and all \( w(t) \in W \) with
Proposition 2. (c.f. Refs. 57 and 77). Consider the Lyapunov function $V(\cdot)$ of the nominal system of Eq. 10 under the controller $h_i(q)$. There exists a quadratic function $f_v(\cdot)$ such that

$$V(q) \leq V(\tilde{q}) + f_v([q-\tilde{q}])$$

for all $q, \tilde{q} \in \Omega_p$ with

$$f_v(s) = z_4(z_1^{-1}(\rho))s + M_s \epsilon^2$$

where $M_s$ is a positive constant.

Proposition 3. Consider the system of Eq. 10 in closed-loop with the MPC of Eq. 18. If a Lyapunov-based controller $h_i(q)$ that meets the assumptions of Eqs. 11 and 12 exists, then the constraints of Eqs. 18h and 18i ensure that for a given $\epsilon_{\text{desired}}$

$$|u_{m,j}(t_k) - u_{m,j}^\ast(t_k-1)| \leq \epsilon_{\text{desired}}$$

and

$$|u_{m,j}(t_{j+1}) - u_{m,j}(t_j)| \leq \epsilon_{\text{desired}}, \, j = k+1, \ldots, k+N-1$$

when $\Delta \leq \min(\Delta_1, \Delta^*)$ and $\epsilon$ in Eqs. 18h and 18i are chosen such that

$$2\epsilon + L_s M \Delta \leq \epsilon_{\text{desired}}$$

Proof. From the bound in Eq. 16 and the Lipschitz continuity of $h_i(q)$ in Eq. 12, for every $\epsilon_{\text{continuous}} > 0$, there exists $\delta(\epsilon_{\text{continuous}}) > 0$ such that if

$$|q(t_k) - q(t_k-1)| \leq M \delta < \delta$$

and

$$|\tilde{q}(t_k) - \tilde{q}(t_k-1)| \leq M \delta$$

for all $j = k+1, \ldots, k+N-1$, then

$$|h_i(q(t_k)) - h_i(q(t_k-1))| \leq L_1 |q(t_k) - q(t_k-1)| \leq L_s M \Delta$$

$$< \epsilon_{\text{continuous}}$$

for a sufficiently small $\Delta \leq \min(\Delta_1, \Delta^*)$ and $q(t_k), \tilde{q}(t_k), \tilde{q}(t_k-1) \in \Omega_p$ for $j = k+1, \ldots, k+N-1$. Combining this with Eqs. 18h and 18i, it is shown that

$$|u_{m,j}(t_k) - u_{m,j}^\ast(t_k-1)| = |u_{m,j}(t_k) - u_{m,j}(t_k-1)|$$

$$- h_{i,j}(q(t_k)) + h_{i,j}(q(t_k-1))$$

$$+ h_{i,j}(q(t_k-1)) \leq |u_{m,j}(t_k) - h_{i,j}(q(t_k))| + |u_{m,j}(t_k-1)|$$

$$- h_{i,j}(q(t_k-1)) + |h_{i,j}(q(t_k)) - h_{i,j}(q(t_k-1))| \leq 2\epsilon + L_s M \Delta$$

and

$$|u_{m,j}(t_j) - u_{m,j}(t_{j-1})| = |u_{m,j}(t_j) - u_{m,j}(t_{j-1}) - h_{i,j}(\tilde{q}(t_j))|$$

$$+ h_{i,j}(\tilde{q}(t_j)) - h_{i,j}(\tilde{q}(t_{j-1})) + h_{i,j}(\tilde{q}(t_{j-1}))| \leq |u_{m,j}(t_j) - h_{i,j}(\tilde{q}(t_j))|$$

$$+ |u_{m,j}(t_{j-1}) - h_{i,j}(\tilde{q}(t_{j-1}))| + |h_{i,j}(\tilde{q}(t_j)) - h_{i,j}(\tilde{q}(t_{j-1}))| \leq 2\epsilon + L_s M \Delta$$

for $j = k+1, \ldots, k+N-1$. Thus, the desired constraints in Eqs. 24 and 25 are satisfied when $2\epsilon + L_s M \Delta \leq \epsilon_{\text{desired}}$.

Theorem 1. Consider the system of Eq. 10 in closed-loop under the MPC design of Eq. 18 based on a controller $h_i(q)$ that satisfies the conditions of Eqs. 11 and 12 and assume that $u_i^\ast(t_0|\alpha_i) = h_i(x(t_0)), \, i = 1, \ldots, m$. Let $\epsilon_w > 0$, $0 < \Delta \leq \min(\Delta_1, \Delta^*)$, $\theta > 0$, $\rho > \rho_{\min} \geq \rho > 0$ satisfy

$$\rho \leq \rho - f_v(f_w(\Delta))$$

and

$$2\epsilon + L_s M \Delta \leq \epsilon_{\text{desired}}$$

If $q(t_0) \in \Omega_p$, $\rho_s \leq \rho_{\min}$, and $N \geq 1$ where

$$\rho_{\min} = \max\{V(q(t+\Delta)) : V(q(t)) \leq \rho_s\}$$

then the state $q(t)$ of the closed-loop system is always bounded in $\Omega_p$ and is ultimately bounded in $\Omega_{\max}^\ast$.

Proof. Feasibility of the proposed formulation will be proven by showing that when the Lyapunov-based controller $h_i(q)$ exists that satisfies the constraints in Eqs. 11 and 12, it is a feasible solution for the MPC optimization problem at all times if $q(t) \in \Omega_p$ for all times. The proof of the closed-loop stability of the proposed method follows that in Ref. 57 and will not be repeated here, but it shows that the proposed MPC of Eq. 18 can maintain the solutions within the region $\Omega_p$ for all times if a small enough sampling period is used. Closed-loop stability of a process under the proposed MPC follows from Ref. 57 with the only bounds on $\Delta$ being those in Eqs. 31 and 32. In this theorem, to obtain the desired rates of change in Eqs. 24 and 25, we also add the requirement from Proposition 3 that Eq. 33 must be satisfied as well; however, this is not required for closed-loop stability to be proven.

The feasibility of the state, input, Lyapunov-based, and input rate of change constraints will be addressed when $u_{m,j}(t_k) = h_i(q(t_k))$ and $u_{m,j}(t_j) = h_i(q(t_j)), \, j = k+1, \ldots, k+N-1$, and $q(t_0), \tilde{q}(t_0) \in \Omega_p$. Due to the definition of the stability region $\Omega_p$, which included the requirement that it be a region within which all state constraints are satisfied, the state constraint in Eq. 18d is satisfied for all states within $\Omega_p$. Also, by Eq. 11d, $h_i(q(t_k))$ and $h_i(q(t_j)), \, j = k+1, \ldots, k+N-1$, satisfy the input constraints in Eqs. 18e–18g and 18j, 18k. Furthermore, by design of the Lyapunov-based constraints and when $\Delta \leq \Delta^*$, $h_i(q(t_k))$ and $h_i(q(t_j)), \, j = k+1, \ldots, k+N-1$, satisfy the Lyapunov-based constraints in Eqs. 18i and 18m. Finally, by design of the input rate of change constraints in Eqs. 18h and 18i with respect to the Lyapunov-based control law, $h_i(q(t_k))$ and $h_i(q(t_j)), \, j = k+1, \ldots, k+N-1$, also satisfy those equations. Thus, feasibility of the proposed MPC at each sampling time is ensured.
Application to a Chemical Process Example

In this section, we present a case study that shows how an MPC incorporating stiction dynamics may be designed for a specific chemical process example. For this study, we focus on EMPC because EMPC can dictate a dynamic operating policy, which has interesting implications for the constraints that need to be added to the EMPC for effective stiction compensation in this example, and thus helps to illustrate the considerations that may go into the design of the MPC in Eq. 18 to ensure that it adequately prevents the negative effects of stiction.

Dynamic model development

We first define the detailed valve and process models that will be used in this example.

**Nonlinear Process Model.** We consider control of the catalytic oxidation of ethylene in a continuously stirred tank reactor for which the following reactions occur

\[
C_2H_4 + \frac{1}{2} O_2 \rightarrow C_2H_2O \quad (35a)
\]

\[
C_2H_4 + 3O_2 \rightarrow 2CO_2 + 2H_2O \quad (35b)
\]

\[
C_2H_4O + \frac{5}{2} O_2 \rightarrow 2CO_2 + 2H_2O \quad (35c)
\]

The dimensionless material and energy balances for this process from Ref. 78, which use reaction rate equations from Ref. 79, form the following nonlinear process model of the system

\[
\frac{dx_1}{dt} = ua(1 - x_1)x_4 \quad (36a)
\]

\[
\frac{dx_2}{dt} = u_a(C_e - x_2)x_4 - A_1\exp\left(\frac{u_a}{x_4}\right)(x_2x_4)^{0.5} - A_2\exp\left(\frac{u_a}{x_4}\right)(x_3x_4)^{0.5} \quad (36b)
\]

\[
\frac{dx_3}{dt} = -u_3x_3x_4 + A_1\exp\left(\frac{u_a}{x_4}\right)(x_2x_4)^{0.5} - A_3\exp\left(\frac{u_a}{x_4}\right)(x_3x_4)^{0.5} \quad (36c)
\]

\[
\frac{dx_4}{dt} = x_1(u_a(1 - x_4) + B_1\exp\left(\frac{u_a}{x_4}\right)(x_2x_4)^{0.5} + B_2\exp\left(\frac{u_a}{x_4}\right)(x_3x_4)^{0.5} + B_4(x_4 - T_c)) \quad (36d)
\]

where \(x_1, x_2, x_3, \) and \(x_4\) are the dimensionless quantities corresponding to the gas density in the reactor, the reactor ethylene and ethylene volumetric concentrations, and the reactor temperature, respectively. The process input (valve output) \(u_a\) is the dimensionless volumetric flow rate of the feed. The dimensionless concentration of ethylene in the feed \(C_e\) and the dimensionless coolant temperature \(T_c\) are set to their values corresponding to an open-loop asymptotically stable steady-state of the reactor (the asymptotically stable steady-state occurs at \([x_{1f}, x_{2f}, x_{3f}, x_{4f}] = [0.998, 0.424, 0.032, 1.002]\) when \(u_{ad} = 0.35, C_e = 0.5, \) and \(T_c = 1.0). The other parameters in Eq. 36 are taken from Ref. 78 and are noted in Table 1.

**Nonlinear Valve Model.** In this section, we describe the model of the valve dynamics for the valve that adjusts \(u_a\). Due to their prevalence in industry, we model a pneumatic spring-diaphragm sliding-stem globe valve using the values for the valve parameters from Ref. 4, with the exception that the time units of all parameters are changed to the dimensionless time unit \(t_d\) for consistency with the time units in the process model of Eq. 36, and are given in Table 1. The valve is modeled as a pressure-to-close valve with no pressure applied by the pneumatic actuation at the fully open valve position. The valve stem can travel a maximum of 0.1016 m from the fully open valve position (which corresponds to the flow rate \(u_a = 0.7042\)) to the fully closed position (with corresponding flow rate \(u_a = 0\)). Figures 4 and 5 depict the fully open and fully closed valve positions; however, these are not detailed drawings of the valve interior and are meant only for clarification of how the stem’s location is related to the valve opening. In accordance with Refs. 3–5, we assume that the following differential equations are sufficient for describing the stem position and velocity for the valve adjusting \(u_a\) (i.e., as in Refs. 3–5, we neglect additional forces known to be present in sliding-stem globe valves, such as the additional force required to move the valve plug into the seat and the force due to the pressure drop of the fluid as it moves through the valve)

\[
\frac{dx_v}{dt} = v_c \quad (37)
\]

\[
\frac{dv_c}{dt} = \frac{1}{m_v}[A_rP - k_{x_v} - F] \quad (38)
\]

where the notation follows that in Eqs. 2 and 3, with \(A_r\) being the area of the valve diaphragm to which the actuator applies a pressure \(P\) determined from the linear controller for the valve, and \(k\) is the spring constant of the spring that opposes the movement of the diaphragm when pressure is applied. We associate the fully open position of the valve with the equilibrium spring position \(x_v = 0\) m, and we associate the fully closed valve position with the maximum stem position \(x_v = x_{v,max} = 0.1016\) m.

To determine the value of \(F\) in Eq. 38 at each time instant, we use the LuGre friction model due to its relative simplicity (it is a dynamic model with only one differential equation) and ability to qualitatively describe many of the effects of friction (e.g., presliding displacement, hysteresis in the friction force with velocity changes in the sliding regime, and a lowering of the force required for breakaway as the applied force increases more quickly16; also see Ref. 4 for information on the ability to qualitatively describe many of the effects of friction (it is a dynamic model with only one differential equation) and ability to qualitatively describe many of the effects of friction (e.g., presliding displacement, hysteresis in the friction force with velocity changes in the sliding regime, and a lowering of the force required for breakaway as the applied force increases more quickly16; also see Ref. 4 for information on the ability of a valve simulated using the LuGre model and the valve parameters in this article to qualitatively exhibit the behavior expected when subjected to valve tests developed by the Instrumentation, Systems, and Automation Society). The LuGre model describes friction using the following differential and algebraic equations16

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\gamma_1)</td>
<td>-8.13</td>
<td>(m_v)</td>
<td>1.361 kg</td>
</tr>
<tr>
<td>(\gamma_2)</td>
<td>-7.12</td>
<td>(A_r)</td>
<td>0.06452 m²</td>
</tr>
<tr>
<td>(\gamma_3)</td>
<td>-11.07</td>
<td>(k)</td>
<td>52.538 kg/m²</td>
</tr>
<tr>
<td>(\gamma_4)</td>
<td>92.80</td>
<td>(\sigma_0)</td>
<td>10² kg/m³</td>
</tr>
<tr>
<td>(\gamma_5)</td>
<td>12.66</td>
<td>(v_c)</td>
<td>0.000254 m/s</td>
</tr>
<tr>
<td>(\gamma_6)</td>
<td>2412.71</td>
<td>(\sigma_1)</td>
<td>9000 kg/m³</td>
</tr>
<tr>
<td>(\gamma_7)</td>
<td>7.32</td>
<td>(\sigma_2)</td>
<td>612.9 kg/m³</td>
</tr>
<tr>
<td>(\gamma_8)</td>
<td>10.39</td>
<td>(F_c)</td>
<td>1423 kg/m³</td>
</tr>
<tr>
<td>(\gamma_9)</td>
<td>2170.57</td>
<td>(F_3)</td>
<td>1707.7 kg/m³</td>
</tr>
</tbody>
</table>

Table 1. Process and Valve Parameters4,78
The LuGre model is used in this example because its simplicity makes it more suitable for use in MPC than some of the more complex stiction models. Despite its relative simplicity and ability to qualitatively represent a number of friction effects, the LuGre model is neither the most accurate nor the most current friction model available (see, e.g., Ref. 18 for a criticism of its ability to model stiction when an oscillating force with magnitude less than the Coulomb friction level is applied after breakaway, and Ref. 10 for a criticism of some of its hysteresis features in presliding, as well as Refs. 11, 17, and 19 for more detailed friction models). For the purposes of the example in this article, which demonstrates the general effects that stiction may have on a chemical process and how the incorporation of the dynamics in a model predictive controller can reduce the undesirable effects of stiction, a stiction model that shows qualitatively correct behavior for many scenarios is sufficient.

Relating valve position and valve output. We assume that the valve has a linear installed characteristic28 so that the valve output is linearly related to the stem position in the following sense

\[ u_a = \frac{x_{v,\text{max}} - x_v}{x_{v,\text{max}}} u_{a,\text{max}} \]  

(42)

Remark 15. The assumption of a linear installed characteristic was made for simplicity of presentation for this example. A variety of other valve characteristics are possible (e.g., an equal percentage or quick opening inherent valve characteristic, or an installed valve characteristic affected by the pressure drop across the valve),28,46,48,80 however, the focus of this example is the valve behavior in the presence of stiction, rather than the relationship between the flow and the stem position, so the assumption of a linear installed valve characteristic is considered sufficient. For more information on inherent valve characteristics and how valve installation may affect these characteristics, see Refs. 28,46, and 80.

Linear controller model. In this example, we use a PI controller to regulate the valve output \( u_a \) to the set-point \( u_{a,\text{set}} \) set by the EMPC. The PI controller determines the pressure that the valve pneumatic actuation element should apply according to the following equations, which have the form given in Eq. 8.
When the process of Eqs. 36–44 is controlled using EMPC, the EMPC will output a set-point  for the valve that controls for each sampling period. The set-point will be used in Eqs. 43 and 44 to determine the pressure that should be applied to the valve to bring it to the requested set-point. Because the dynamics between and are critical to the EMPC’s choice of the value of its optimization variable , it is necessary that the dynamics be understood and appropriately constrained to avoid nonphysical situations. This concept will be made clear in this section, which will show that the effect of stiction on the valve dynamics requires the introduction of additional constraints to the EMPC with the form of Eqs. 18f and 18g.

To demonstrate the manner in which stiction changes the dynamics, we first examine the relationship between and for the open-loop valve in the presence of low stiction and in the presence of significant stiction (the open-loop valve is considered because the parameters and in Eqs. 43 and 44 for the closed-loop valve can be adjusted for both the low stiction and significant stiction cases to cause the closed-loop response of the valve output to a set-point change to be rapid). A valve with low stiction can be modeled using the parameters listed in Table 1, with the exception that the values of and in the table are both replaced by 44.48 kg·m/s². This low stiction valve will be referred to as having “vendor” parameters, in keeping with the terminology used in Ref. 4. The valve parameters listed in Table 1 are those for a valve with stiction that results in deadband at a change of the direction of the velocity of the valve stem (typically, stiction results in slip-jump, but this effect is not apparent for the given model parameters, so in this example, we will assume that the slip-jump is minimal and that the parameters in Table 1 are sufficient to describe stiction in this valve). These are referred to as “nominal” valve parameters.

To determine a relationship between and that can be used to determine the pressure to apply to the open-loop valve to bring to , we start by determining the steady-state relationship between the valve output and the applied pressure for the vendor valve. This relationship is determined by ramping the pressure applied to the valve up and down between 0 kg/m² and 82,737 kg/m² in increments of 69 kg/m² and recording the value of at the end of every 0.5 tₜ and using the Explicit Euler numerical integration method with an integration time step of 10⁻⁶ tₜ. The resulting plot of the steady-state value of vs. input pressure is almost linear, as shown in Figure 6. If we assume that , the valve because stiction is low so the valve output should track its set-point well, we obtain the following relationship between and for the vendor valve using a least-squares optimization on the vendor valve data (neglecting the initial transient) shown in Figure 6

\[
u_m = -\frac{0.05864}{6894.76} \times P + 0.70391 \tag{45}\]

We now assume that we have a series of desired set-points that we would like to achieve for the open-loop valve with significant stiction (nominal valve). We investigate whether the relationship developed for the vendor valve is applicable for the nominal valve by developing the relationship when the pressure value calculated from Eq. 45 is applied to the nominal valve to attempt to achieve the desired value of . Accordingly, we ramp the set-point up and down between 0.1042 and 0.7042 in increments of 0.01 every
0.5 \texttt{t}_d and record the value of \( u_m \) at the end of every 0.5 \texttt{t}_d, again using the Explicit Euler numerical integration method with an integration time step of \( 10^{-6} \texttt{t}_d \) (the Explicit Euler numerical integration method with an integration time step of \( 10^{-6} \texttt{t}_d \) was used for all simulations of the nominal valve in this “Motivation for Actuation Magnitude Constraints” Section). The resulting \( u_a - P \) relationship can no longer be described as one linear relation, but two that depend on whether the pressure is being increased or decreased, and the deadband at a velocity change is visible in Figure 6. In addition, it can be observed from the figure that because of the effect of stiction on the \( u_a - P \) relationship, there are certain flow rates that can be achieved with a positive pressure for the vendor valve that would require a negative pressure for the nominal valve, which is physically not possible to achieve. This is the first hint that to compensate for stiction, additional constraints of the form of Eqs. 18f and 18g will need to be added to the EMPC to prevent physically unrealizable set-points from being requested.

As shown in Figure 6, the linear relationship between \( u_m \) and \( P \) developed in Eq. 45 is not sufficient to control a valve subject to stiction. Further evidence of this comes from ramping the set-point \( u_m \) of the nominal open-loop valve up and down between 0.1042 and 0.7042 in increments of 0.01 every sampling period of length \( \Delta = 0.2 \texttt{t}_d \) and determining the pressure to apply to the valve from Eq. 45. The dynamic response (i.e., not steady-state; this is the reason for the step-like quality of the trajectories) of the valve output to these set-point changes is shown in Figures 7 and 8. Figure 7 shows the insufficiency of Eq. 45 to determine the pressure value that should be applied to the valve for a desired \( u_m \) because it shows that for this sticky valve, \( u_a \) does not effectively track \( u_m \) (the \( u_a - u_m \) plot in Figure 7 is not linear). This is further emphasized in Figure 8, which also shows the deadband when \( u_m \) begins to change in the opposite direction to that in which it was changing previously. This demonstrates that a different relationship between \( u_m \) and \( P \) is needed to control the nominal valve than that provided by Eq. 45 to ensure good set-point tracking.

In the proposed method, the linear controller of Eqs. 43 and 44 is used to improve the set-point tracking performance of \( u_a \). To demonstrate that this does indeed improve the set-point tracking, we ramp the set-point \( u_m \) to the nominal valve in closed-loop with the linear controller in Eqs. 43 and 44, again ramping it up and down between 0.1042 and 0.7042 in increments of 0.01 every \( \Delta = 0.2 \texttt{t}_d \). The dynamic response of the valve is shown in Figures 9 and 10 which show that the \( u_a - u_m \) relationship is close to linear under the linear controller, and that \( u_a \) is able to closely track \( u_m \) in time and is quickly able to overcome the deadband caused by stiction. However, despite its benefit in providing good set-point tracking performance, the use of Eqs. 43 and 44 does not ensure that the value of \( P \) requested will not become negative. This is demonstrated in Figures 11 and 12, which plot the dynamic response of the closed-loop valve to eight set-point changes \( (u_m=0.35, 0.2, 0.35, 0.2, 0.3, 0.4, 0.5, \text{and } 0.6) \) each held for \( \Delta = 0.2 \texttt{t}_d \) when initialized from the fully open position (i.e., \( u_a=0.7042, P_s=0 \text{ kg/m}^2, x_v=0 \text{ m}, v_r=0 \text{ m/} \texttt{t}_d, z_f=0 \text{ m initially}) \). The results in Figure 11 again show that the PI control law developed in Eqs. 43 and 44 helps the valve to effectively track its set-points even when there is deadband because the direction of the valve stem movement changes. However, the results of Figure 12 show that the good set-point tracking can only be achieved when the pressure is able to adjust as necessary, including becoming negative, which is physically impossible. From Figures 11 and 12, it can be deduced that if the pressure is saturated at 0 \text{ kg/m}^2 when a lower pressure is requested, the valve output would not be able to reach all of the set-points in this simulation. This indicates that when the control law of Eqs. 43 and 44 is used, the constraints of the EMPC need to ensure that the pressure does not become negative at the set-points it requests, because the control law itself does not ensure this.

**Remark 16.** In this section, ramping of set-point changes was used to demonstrate the good set-point tracking performance of the PI controller in Eqs. 43 and 44. If the ramping of the set-point changes is too rapid, however, the
Remark 17. The constraint $P \geq 0$ kg/m$^2$ was developed for the EMPC in this section to ensure that the set-points calculated by the EMPC are physically realizable (i.e., that they do not require the pressure to become negative for $u_a$ to meet $u_m$). Based on the plots presented in this section, other methods for handling this scenario could be considered as well. For example, based on Figure 6, another method for preventing negative pressures for this example may be to decrease the range of allowable values of $u_a$ as stiction worsens such that the allowable values of $u_m$ always correspond to positive pressures. However, it may be difficult to determine what the new bound on $u_m$ should be without doing an offline test to generate data like that in Figure 6, and the valve stiction may continue to worsen with time, meaning that new ranges for $u_m$ may need to be determined throughout time. In addition, because the profit from EMPC may be improved by allowing operation over a larger region of state-space, it is not desirable to choose extremely conservative bounds on $u_m$ to avoid the calculation of set-points that would require negative pressures because that may lower profit below that which could be realized. Motivated by these considerations, for the EMPC in this example, we set the constraint of Eq. 18g in our proposed MPC compensation strategy to be a constraint that the actuator pressure must never become negative.

Remark 18. We note that the basic relationships between $u_m$, $u_a$, and $P$ presented in this section are well-known: for example, one can find plots similar to those in Figures 6–8 in Refs. 3–5. In addition, it is well-known that control of the valve position may help to improve the response of a valve in the presence of valve nonlinearities (e.g., Ref. 5 suggests a control law to bring the valve position to its set-point in the presence of stiction, and Ref. 33 states that valve positioners are often able to improve a valve’s response if it exhibits deadband). The results in this section are novel, however, because they present the dynamic plots of the open and closed-loop valve responses as an analysis tool useful for the design of an MPC with appropriate constraints for stiction compensation and show how this analysis can be carried out using plots of this type. Furthermore, this discussion is not meant to be applicable only to this example, but to suggest the type of thinking and analysis that may need to go into the design of the proposed MPC for other processes.

Proposed MPC Formulation

In this section, we describe the performance of an EMPC formulation meeting the form of our proposed MPC stiction compensation strategy in Eq. 18 with the process-valve model of Eqs. 36–44 and the constraint that $P \geq 0$ kg/m$^2$ at all times.

The control objective is to maximize the yield of the product ethylene oxide. The yield of ethylene oxide between the initial and final times of the plant operation ($t_0$ and $t_f$) is defined as

\[
\text{Yield} = \frac{\int_{t_0}^{t_f} \text{Ethylene Oxide Yield} \, dt}{\text{Total Time}}
\]
cost becomes the maximization of the time integral of the stage

\[ Y(t_f) = \int_{t_0}^{t_f} u_a(\tau) x_3(\tau) x_4(\tau) d\tau \]  

(46)

However, we assume that the volumetric flow rate of the inlet stream is bounded such that between \( t_0 \) and \( t_f \), the following integral holds

\[ \frac{C_e}{t_f - t_0} \int_{t_0}^{t_f} u_a(\tau) d\tau = 0.175 \]  

(47)

Combining Eqs. 46 and 47, the objective of the EMPC becomes the maximization of the time integral of the stage cost \( L_{\text{MPC}} \), where \( L_{\text{MPC}} \) is defined as follows

\[ L_{\text{MPC}} = u_a(\tau) x_3(\tau) x_4(\tau) \]  

(48)

The input \( u_a \) is physically bounded between the flow rates at the maximum and minimum valve openings as follows

\[ u_{a,\text{min}} \leq u_a \leq u_{a,\text{max}} \]  

with \( u_{a,\text{min}} = 0 \) (valve fully closed) and \( u_{a,\text{max}} = 0.7042 \) (valve fully open). The value of \( u_a \) is computed using the actuator layer equations in Eqs. 37–44.

We assume that the only data available to aid in choosing the allowable range of valve set-points \( u_m \) that the EMPC calculates is the vendor data in Figure 6. Thus, we assume that the bounds developed for the EMPC include set-points that can only be met with negative pressures by the nominal valve, although they can be met with positive pressures by the vendor valve. The set-points \( u_m \) are thus restricted as follows

\[ u_{m,\text{min}} \leq u_m \leq u_{m,\text{max}} \]  

with \( u_{m,\text{min}} = 0.0704 \) and \( u_{m,\text{max}} = 0.7042 \) (the minimum value of \( u_m \) is greater than 0 because we assume that we want to avoid fully closing the valve for this process). Physically, the pressure applied to the valve diaphragm cannot drop below 0 \( \text{kg/m}^2 \).

For this example, the optimization variable \( u_a \) does not have a large effect on the process economics, with the result that the process yields under steady-state operation and under EMPC operation are approximately equal in the long term when the valve has no stiction. Thus, we emphasize that the choice to use EMPC for this example is primarily driven, as previously noted, by the ability of EMPC to promote time-varying operation such that it computes set-points at the bounds of what is physically possible to maximize the process profit and thus effectively illustrates the advantages of including the constraint on the actuation magnitude (pressure). Furthermore, the profitability of EMPC over steady-state operation for a variety of processes has been well-documented in the literature (see, e.g., Refs. 57 and 81), including for the present example when two actuators are used as in Ref. 45, and is not the focus of this work. However, it is noted that the process in the absence of stiction or valve dynamics has a steady-state yield of 6.63% over 468 \( t_d \) and a yield of 32.22% over 2 \( t_d \) when initiated from \( [x_{3f} = x_{3y}, x_{4f} = x_{4y}] = [0.997 1.264 0.209 1.004]^T \). This shows that for the two operating periods considered in this study, the effect of the transient is very strong because the average steady-state yield is much larger over the 2 \( t_d \) considered in this study than it is after a longer time period.

To achieve the above objectives while countering stiction, we develop an EMPC, termed EMPC – \( A \), that incorporates actuator dynamics to aid in stiction compensation and maximizes the yield of ethylene oxide subject to the integral material constraint and constraints on the allowable values of the valve output, valve set-point, and actuator output to prevent nonphysical situations. This EMPC solves the following optimization problem

\[ \min_{u_m(t), u_a(t)} \int_{t_0}^{t_f} \tilde{u}_a(\tau) \tilde{x}_3(\tau) \tilde{x}_4(\tau) d\tau \]  

(51a)

subject to

\[ \tilde{q}(t) = f_q(\tilde{q}(t), u_m(t)) \]  

(51b)

\[ \tilde{q}(t_0) = q(t_0) \]  

(51c)

\[ 0 \leq \tilde{u}_a(t) \leq 0.7042, \forall t \in [t_k, t_{k+1}] \]  

(51d)

\[ 0.0704 \leq u_m(t) \leq 0.7042, \forall t \in [t_k, t_{k+1}] \]  

(51e)

\[ \tilde{P}(t) \geq 0, \forall t \in [t_k, t_{k+1}] \]  

(51f)

\[ \int_{t_k}^{t_{k+1}} \tilde{u}_a(\tau) d\tau + \int_{(j-1)\tau}^{j\tau} \tilde{u}_m(\tau) d\tau = \frac{0.175 \tilde{P}_d}{C_e} \]  

(51g)

where the cost function in Eq. 51a represents the total yield of ethylene oxide throughout the prediction horizon when the material constraint is met, and Eq. 51g is the method for implementing the integral material constraint by constraining the value of \( u_a \) to meet the material constraint in each operating period. Equation 51g states that the time-average value of the sum of the predicted valve outputs \( \tilde{u}_a \) plus the previously applied valve outputs \( u_m \) must be no greater than 0.175 over the \( j \)th operating period (\( j=1,2,\ldots \)). A shrinking prediction horizon is used, such that the prediction horizon \( N_k = 5 \) at the beginning of an operating period of length \( t_d = 1 \) \( t_d \) (\( \Delta = 0.2 \) \( t_d \)) but is decremented by 1 at each subsequent sampling time in the operating period. The use of this shrinking horizon allows the integral material constraint of Eq. 47 to be implemented in Eq. 51g. The state constraints in Eqs. 51d and 51f were enforced for only two integration steps. Because this process has an asymptotically stable steady-state, the Lyapunov-based constraints of Eqs. 18l and 18m were not considered. The dynamic equation in Eq. 51b was integrated within the EMPC using the Explicit Euler numerical integration method with an integration step of \( h_k = 10^{-4} t_d \). Centered finite difference approximations of derivatives required for the solution of the optimization problem were obtained by perturbing the optimization variables by \( 10^{-4} \).

For comparison with EMPC – \( A \), we also introduce an EMPC that does not include the valve dynamics, which will be referred to as EMPC – \( B \), formulated as follows

\[ \min_{u_m(t), u_a(t)} \int_{t_0}^{t_f} u_m(\tau) \tilde{x}_3(\tau) \tilde{x}_4(\tau) d\tau \]  

(52a)

subject to

\[ \tilde{x}(t) = f_x(\tilde{x}(t), u_m(t)) \]  

(52b)

\[ \tilde{x}(t_0) = x(t_0) \]  

(52c)

\[ 0.0704 \leq u_m(t) \leq 0.7042, \forall t \in [t_k, t_{k+1}] \]  

(52d)

\[ \int_{t_k}^{t_{k+1}} u_m(\tau) d\tau + \int_{(j-1)\tau}^{j\tau} u_m(\tau) d\tau = \frac{0.175 \tilde{P}_d}{C_e} \]  

(52e)

where the notation in Eq. 52b signifies that \( u_m \) in Eqs. 36a–36d is replaced by \( u_m \) in the model used to predict the process states within EMPC – \( B \). Numerical integration of the dynamic equation in Eq. 52b was performed using the Explicit
Figure 13. Valve output set-points $u_m$ (solid trajectories) and actual valve outputs $u_a$ (dashed trajectories) throughout two operating periods for EMPC – A, EMPC – B, and EMPC – C.

Euler method with an integration time step of $h_t = 10^{-4}$ $t_d$. Centered finite difference approximations of derivatives required for the solution of the optimization problem were obtained by perturbing the optimization variables by $10^{-4}$.

A third EMPC, EMPC – C, was also developed with the form of EMPC – B but with rate of change constraints added, for reasons that will be clarified below. EMPC – C solves the following optimization problem

$$
\begin{align}
\min_{u_m(t_h)} & \int_{t_h}^{t_f} u_m(t) \dot{x}(t) \dot{x}(t) \, dt \\
\text{s.t.} & \quad \dot{x}(t) = f(\dot{x}(t), u_m(t)) \\
& \quad \dot{x}(t_k) = x(t_k) \\
& \quad 0.0704 \leq u_m(t) \leq 0.7042, \quad \forall t \in [t_k, t_{k+1}] \\
& \quad \int_{t_k}^{t_f} u_m(t) \, dt + \int_{(j-1)t_f}^{t_f} u_m(t) \, dt = \frac{0.175t_0}{C_v} \\
& \quad |u_m(t_k) - u_m(t_{k-1})| \leq \gamma \\
& \quad |u_m(t_j) - u_m(t_{j-1})| \leq \gamma, \quad j = k+1, \ldots, k+N_t-1
\end{align}
$$

where $\gamma$ in Eqs. 53f and 53g is a constant that defines the change in $u_m$ that will be accepted between sampling periods. In the following simulations, $\gamma = 0.1$. Equation 53b was numerically integrated using the Explicit Euler numerical integration method with an integration step size of $h_t = 10^{-4}$ $t_d$. Centered finite difference approximations of derivatives required for the solution of the optimization problem were obtained by perturbing the optimization variables by $10^{-4}$.

Outside of EMPC – A, EMPC – B, and EMPC – C, the actual process was simulated using Eqs. 36–44 with an Explicit Euler integration step size of $h = 10^{-6}$ $t_d$, with the pressure saturated at 0 kg/m$^2$. If a lower pressure was requested ($u_a$ would have been saturated at $u_{a,\text{min}}$ or $u_{a,\text{max}}$ if those values were exceeded, but neither of these extremes were violated in these simulations). All three EMPC’s used $t_p = 1$ $t_d$, $\Delta = 0.2$ $t_d$, and simulated the results for two operating periods. They were initiated from the point $q_i = 0.997$ 1.264 0.209 1.004 0.051 2.000 $\times 10^{-6}$ 1.426 $\times 10^{-5}$ 0.0$, where the process states are dimensionless and the states of the actuator layer have SI units except for a dimensionless time unit as in Table 1, and the initial value of the steady-state pressure is $P_{s,\text{d}} = 63,713$ kg/m$^2$. All optimizations were performed using the open-source nonlinear interior point optimization solver Ipopt$^2$ and were coded in the C++ programming language. The Ipopt convergence tolerance for optimization termination was set to $10^{-10}$ for EMPC – A, and to $10^{-8}$ for EMPC – B and EMPC – C. Simulations were carried out on a 2.40 GHz Intel Core 2 Quad CPU Q6600 on a 64-bit Windows 7 Professional operating system with 4.00 GB of RAM.

Figures 13 and 14 show the values of $u_p$, $u_m$, and $P$ for the valve with time when the system of Eqs. 36–44 is controlled by EMPC – A and EMPC – B. These figures show that the inclusion of valve dynamics and actuation magnitude constraints in EMPC causes EMPC – A to calculate lower set-points than EMPC – B, which allows the valve output to track the EMPC-requested set-points throughout the two operating periods, even when the pressure drops, because EMPC – A is aware of the limitations of the pneumatic actuation and thus calculates set-points that the valve output can reach (it is noted that there are two small set-point changes in Figure 13 that $u_a$ for EMPC – A does not track; the reason for this will be explained further below, but the overall trend that $u_a$ tracks $u_m$ well under EMPC – A can be deduced from Figure 13). Figures 13 and 14 show that when the actuator dynamics are not included in EMPC and stiction develops with time such that the pressure-flow rate relationship is altered, the valve output is not able to track the EMPC – B set-points because EMPC – B calculates set-points for which the pressure would need to drop to negative values to allow the valve to move enough to reach them (because this is physically impossible, the pressure under EMPC – B saturates at its minimum value of 0 kg/m$^2$ for four sampling periods, although the pressure under EMPC – A does not because the set-points calculated by EMPC – A are reachable). The inability of the valve to reach the set-points calculated by EMPC – B causes the EMPC – B optimization problem to become infeasible in the last two sampling periods of each operating period and causes EMPC – B to be unable to meet the integral constraint (it cannot use all available material; the value of the integral constraint in Eq. 47 calculated for each operating period (i.e.,
between $(j-1)t_p$ and $t_p$, $j = 1, 2$, instead of between $t_0$ and $t_j$ is approximately 0.133, which is 24% less than the required value of 0.175). The yield of EMPC $- A$ throughout two operating periods according to Eq. 46 is 32.4%, while that of EMPC $- B$ according to Eq. 46 is 35.1%. This at first appears to suggest that EMPC $- B$ out-performs EMPC $- A$ economically; however, because EMPC $- B$ did not meet a hard constraint of the process, the yield that it achieved without meeting this constraint cannot be compared with the yield of a process that did meet the constraint. Thus, no further discussion of yields under the various EMPC’s will be pursued, and the discussion will focus on the degree to which the various formulations ensure that the process constraints are satisfied. In contrast to EMPC $- B$, EMPC $- A$ is feasible in both operating periods.

Despite the advantages of using EMPC $- A$ rather than EMPC $- B$ to ensure that all process constraints are met, the computational burden of EMPC $- A$ due to the enforcement of the constraints on the pressure and on $u_j$ at every other integration step $h = 10^{-6} t_p$ within the EMPC is much larger than that for EMPC $- B$. In an actual plant, this computation time increase could prohibit the use of EMPC $- A$ if the process has fast dynamics such that a short sampling time is required for effective control. However, the input rate of change constraints discussed in this article for the design of an MPC incorporating nonlinear valve dynamics may be considered for use in EMPC $- B$ to minimize the large jumps in $u_j$ that cause EMPC $- B$ to be unable to meet the material constraint at the end of the operating periods but without adding much computation time. Thus, we demonstrate the use of input rate of change constraints and how they affect the trajectories of $u_j$, $u_p$, and $P$ using EMPC $- C$. Figures 13 and 14 show these trajectories and show that the addition of the input rate of change constraints to EMPC $- B$ to form EMPC $- C$ significantly improves the set-point tracking performance compared to EMPC $- B$. In contrast to EMPC $- B$, for which four of the set-points were not reachable and caused significant offset, there is only one set-point calculated by EMPC $- C$ in Figure 13 for which offset is observed, and the offset is much smaller than those for EMPC $- B$. In addition, the pressure in Figure 14 only saturates at its minimum value for one sampling period under EMPC $- C$, instead of the four during which it saturates under EMPC $- B$. Although EMPC $- C$ is infeasible for three sampling periods (the last two sampling periods of the first operating period and the last sampling period of the second operating period) and the integral constraint is not met at the end of either operating period, the degree to which the integral constraint is violated is significantly less than under EMPC $- B$ (the integral constraint is 0.171 at the end of the first operating period and 0.172 at the end of the second under EMPC $- C$, such that in each operating period, it is only about 2% less than the required value of 0.175). In addition, the computation time of EMPC $- C$ is, as for EMPC $- B$, much lower than that for EMPC $- A$ owing to the use of a lower-order model than EMPC $- A$. The rate of change constraints were added to EMPC $- C$ in an ad hoc fashion and are not guaranteed to reduce the negative effects of stiction on the controller performance, but the positive impact that they had on the process performance does indicate the breadth of constraints that could be considered to combat the effects of stiction with both the proposed MPC and also with MPC’s for processes that cannot fully incorporate the proposed method due to computation time constraints.

Figures 15 and 16 show the closed-loop process and actuator layer states under EMPC $- A$, EMPC $- B$, and EMPC $- C$. Figure 15 shows that the process state trajectories are not drastically affected by the differences between the trajectories of $u_j$ under the three EMPC’s, which contributes to the fact that the focus of this example is not on the profitability of the proposed EMPC compared to the other methods, but rather on its ability to meet the constraints of the process when the valve is affected by stiction. The plot of the controller state $\zeta$ in Figure 16 shows the manner in which the integral term of the controller is affected by the different EMPC formulations. In EMPC $- B$, the integral term becomes large in the sampling periods in which the EMPC cannot reach its set-points. This plot also shows the benefits of resetting the value of $\zeta$ to zero at each set-point change so that, for example, the value of $\zeta$ for EMPC $- B$ at the beginning of the second operating period is not wound up from the integration of this state at the end of
the first operating period. In addition, the plot shows that the inclusion of the actuator dynamics and constraints on the pressure in EMPC – A and rate of change constraints in EMPC – C prevent the integral term from becoming large because they ensure that the set-points can be met or (in the case of EMPC – C) reached closely enough so that the integral term does not reach large values. In addition, the increase in \( \dot{z}_v \) at a direction change of the velocity to allow the pressure to overcome the deadband is visible in this plot as well.

The trajectories in Figures 13, 14, and 16 show the relationships between the physical states \( x_v \) and \( v_v \) of the valve and the valve output and pressure applied to the valve for the process under EMPC – A, EMPC – B, and EMPC – C. Because the value of \( u_a \) is an explicit function of \( x_v \), changes in \( u_a \) occur when \( x_v \) changes. A comparison of the trajectories of \( x_v \) and \( u_a \) with the values of \( P \) for EMPC – A shows the deadband where the pressure is increasing but the values of \( x_v \) and \( u_a \) do not change much because the error (and thus \( \dot{z}_v \)) is not large enough to cause much stem movement for the small set-point changes toward the end of the first and second operating periods of the EMPC. The set-point changes in EMPC – B and EMPC – C are all significant enough that the deadband is overcome within a sampling period. The velocity \( v_v \) for all three EMPC’s is nonzero when \( x_v \) and thus \( u_a \) are changing, but is zero when \( u_a \) reaches \( u_a^0 \) and the friction force balances the pressure and spring forces on the valve.

The trajectories of \( z_f \) in Figure 16 show that when deadband is encountered, the state \( z_f \) is driven through zero. This is consistent with the physical visualization of \( z_f \) suggested by the authors of the LuGre model,\(^16\) which related it to the average deflection of theoretical bristles on two contacting surfaces, whose bending caused friction. It would be expected that bristles would be deflected from an equilibrium (zero) location corresponding to the starting position of the valve when the stem position first begins to move in a given direction. In addition, it is necessary for continuity of the friction force in Eq. 39 that the value of \( z_f \) approach this zero value in a dynamic fashion, rather than abruptly. The passing of \( z_f \) through zero at a change in the direction of set-point changes allows the friction force of Eq. 39 to change direction so that it continues to be in the direction opposite the applied force.

We now address the fact that EMPC – A calculated set-points that are not reachable (see Figure 13) although it could predict the dynamics of the valve with respect to the set-point changes. Stiction is often noticeable when pressure is applied to a valve, but the valve stem does not move because the opposing friction force is significant. This phenomenon is exhibited during the two set-point changes for EMPC – A that the valve output does not track. Due to the small set-point reversals in \( u_m \) requested by EMPC – A at the end of the first and second operating periods, the value of the pressure applied to the valve according to Eqs. 43 and 44 does not change quickly as the error between \( u_m \) and \( u_a \) (and thus \( \dot{z}_f \)) is low. However, although the valve is considered to be stuck at this time, as the pressure changes, the dynamics in Eqs. 37–41 cause the stem position and velocity (in addition to \( z_s \)) to continue to change, although slowly. It is because of this effect that EMPC – A calculates set-points that it cannot reach; it does so to manipulate the numerical results such that the valve stem and thus output would move just enough in the sampling periods in which unreachable set-points are calculated to allow all constraints to be met, including the integral constraint. While this suggests that the results are dependent on the friction model used, it also shows that including the friction model within the EMPC allows the EMPC to make smart set-point choices that are not necessarily intuitive.

To demonstrate the robustness of the proposed approach to disturbances and plant-model mismatch, the process of Eqs. 36–44 was controlled by EMPC – A and was simulated with different levels of bounded Gaussian white noise in the process and actuator states, and the closed-loop stability of the process under EMPC – A was found to be robust with respect to the different noise levels. In addition, when the process was simulated with noise in the process states with standard deviation \( \sigma_r = [0.1, 0.3, 0.6, 0.4, 0.0, 0.2, 0.0, 0.0, 0.0] \) and bound \( \theta = [0.3, 900, 180, 1.2, 0.0, 0.0, 0.0] \) (this standard deviation and bound on the noise were chosen because they provided a meaningful perturbation to the process states when added to the right-hand side of Eqs. 36a–36d), the integral material constraint was met in both operating periods.

**Conclusions**

In this work, we showed that MPC can be used to compensate for the effects of stiction by including detailed valve dynamics for sticky valves in addition to constraints on the rate of change of inputs and the actuation magnitude. Although the focus of the proposed method was on stiction compensation, it could be considered for ameliorating the negative effects of other nonlinear valve behavior, such as backlash resulting in deadband. We defined the process-valve model in general terms so that the proposed approach could be adapted to a variety of valve types. The flexibility of the MPC-based stiction compensation strategy, which allows it to incorporate a variety of cost functions or constraints to reduce tracking offset or oscillations in control loops, was discussed. In addition, closed-loop stability and feasibility of the MPC optimization problem including Lyapunov-based stability constraints were proven for a sufficiently small sampling period. Using a chemical process example, we showed how constraints can be developed for the MPC for stiction compensation and demonstrated that this MPC can result in better valve
layer set-point tracking and constraint satisfaction than an MPC that does not account for stiction.
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