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A B S T R A C T

Area-selective atomic layer deposition (AS-ALD) is a beneficial procedure that facilitates self-alignment for
transistor stacking by concentrating oxide growth on targeted areas of a substrate. However, AS-ALD is difficult
to incorporate into semiconductor manufacturing industries due to difficulties such as minimal process data
and a lack of insight into reactor design. To enable the industrial scale-up of AS-ALD, in silico modeling is
necessary to characterize the process. Thus, this work proposes a multiscale computational fluid dynamics
modeling framework that simultaneously describes the surface chemistry and ambient fluid behavior for an
Al2O3/SiO2 substrate. The multiscale model first involves ab initio molecular dynamics simulations to optimize
molecular structures involved in the AS-ALD reactions. Next, a kinetic Monte Carlo simulation is performed
to describe the stochastic surface chemistry behavior to determine the surface coverage, and deposition and
byproduct rates. Lastly, computational fluid dynamics is performed to study the spatiotemporal behavior of
the flow. The surface and flow field simulations are carried out in an integrated fashion. Various AS-ALD
discrete feed reactor configurations with differing injection plate geometries were developed to investigate
their impact on the processing time to achieve full surface coverage and film uniformity. Results indicate that
the multi-inlet reactor model achieves minimal processing time while producing a high-quality film with the
AS-ALD process.
the computing power and power efficiency of transistors (Radamson,
2018). To resolve this issue, complex transistor designs, such as the
gate-all-around (GAA), have been developed to address various design
flaws including power and current losses, thereby optimizing the per-
1. Introduction

In a growing industrial world comprised of high-performance elec-
tronic devices, there exist many challenges in the production of semi-
conductor devices, which are vital to the innovation of modern-day
electronics. The global dependency on semiconductors is apprecia-
ble in many industries, particularly so for smart technology, gam-
ing and computing, biomedical technology (Chen and Chiu, 2022),
and communication. However, this technological dependence has also
spawned numerous challenges related to consistent manufacturing of
high-performance semiconductor devices; in part, these challenges stem
from the stringent design specifications that are common for modern
semiconductor devices. Additionally, as the rudimentary projections
of Moore’s Law (Moore, 1998) for the densification of transistor ma-
terials predict further miniaturization of transistor length scales, chip
production efficiency has reduced. Particularly, the continual reduction
in transistor size has magnified short-channel effects, which degrade

∗ Corresponding author at: Department of Chemical and Biomolecular
Engineering, University of California, Los Angeles, CA, 90095-1592, USA.

E-mail address: pdc@seas.ucla.edu (P.D. Christofides).
vailable online 20 January 2024
772-5081/© 2024 The Author(s). Published by Elsevier Ltd on behalf of Institution
Y-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

https://doi.org/10.1016/j.dche.2024.100140
Received 21 December 2023; Received in revised form 16 January 2024; Accepted
formance of the transistors (Zhang et al., 2012). However, transistor
fabrication, especially at the nanoscale level, is difficult to implement
in large-scale applications (Yuan and Sheng, 2010). Thus, there is a
growing motivation to improve the accuracy and efficiency of the
production method of these semiconducting materials. One method to
achieve higher quality and productivity is to optimize the process by
gathering a large amount of data by examining chemical processes
within reactor models that enable process scale-up. This work will study
the development of a three-dimensional reactor with a discrete feed
mechanism for an area-selective atomic layer deposition process.

In atomic layer deposition (ALD) processes, precursor reagents are
deposited onto the substrate surface to enable thin-layer growth in a
bottom-up fabrication method (Zhang et al., 2022). Despite ALD being
practical in most industrial applications, the process generally intro-
duces alignment issues that are attributed to nonuniform surfaces and
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Fig. 1. Nonideal atomic layer deposition generating (a) nonuniform surface uniformity in the growth area and (b) growth in the non-growth area of the substrate.
growth on non-growth areas, which are sections of the substrate that do
not require deposition, as depicted in Fig. 1. Thus, atomic layer etching
(ALE) processes were developed to improve the film surface quality in
a top-down fabrication approach, but results in additional processing
time, which reduces the overall product throughput. A manufacturing
solution, known as area-selective atomic layer deposition (AS-ALD), is
an alternative procedure that deposits precursor reagents that only bind
to the growth areas of the substrate due to the addition of a chemose-
lective inhibition step that hinders precursor adsorption on non-growth
areas (Oh et al., 2021). AS-ALD is desirable in industrial contexts due to
its creation of self-aligned structures that facilitate transistor stacking
and densification (Kim et al., 2023). To ensure the efficacy of AS-
ALD, and to enable this process in industrial applications, optimal
operating conditions must be determined through experimental data,
which is time-consuming. Semiconductor wafer processing comprises
around 500 steps (Richard, 2023) that introduce a burden for high-
throughput generation due to the complexities and demand for each
manufacturing process (Leslie, 2022), which is consequential for supply
chain shortages in electronics industries. While atomic layer deposition
is only one step in the fabrication of the wafer, this process is crucial to
the development of more complex geometries as semiconductor devices
continue to be downscaled (Cremers et al., 2019). To address the chal-
lenges of experimental modeling, the application of in silico modeling
is beneficial for alleviating the cost burden imposed by the reagents
used for thin-layer deposition processes (Chien et al., 2022). Thus, this
work proposes an in silicomultiscale modeling framework to sufficiently
characterize the AS-ALD of an Al2O3/SiO2 (non-growth/growth area)
substrate, and design a reactor configuration to allow for the scale-up
of this process in relevant industrial settings.

The development of multiscale models for thin-layer deposition
processes are beneficial to the generation of large datasets, but they
require a complex cross-platform programming network that couples
various simulations into a single framework (Maroudas, 2000). Mul-
tiscale models apply a combination of atomistic modeling through ab
initio quantum mechanics computations to evaluate molecular and ki-
netic property data, mesoscopic modeling to characterize the stochastic
surface kinetics through kinetic Monte Carlo methods, and macroscopic
modeling to study the spatiotemporal behavior of fluids through com-
putational fluid dynamics. This type of in silico modeling framework
is beneficial towards studying the behavior of the AS-ALD process
through various time and length scales and towards optimizing reactor
configurations with large datasets. This work will study the effects
of the reactor geometry by examining multiple discrete feed reactor
configurations with the goal of determining the optimal delivery system
to produce a high-quality thin film with minimal processing time.

This work is organized as follows: Section 2 examines the atom-
istic modeling of structural, electronic, and thermophysical properties
and the mesoscopic modeling of surface scale kinetics, Section 3 dis-
cusses the development of the macroscopic CFD model of multiple AS-
ALD reactor configurations through Ansys Fluent, Section 4 elucidates
the multiscale modeling methodology used to conjoin the atomistic-
mesoscopic and macroscopic simulations, and Section 5 analyzes the
multiscale simulation results to determine the optimal reactor geometry
that yields minimal process time for achieving full coverage and surface
uniformity. A nomenclature of variables defined in this work is also
provided in Table 1.
2

Table 1
Table of variables with their respective definitions and units.

Variable Definition Units

𝐴𝑠𝑖𝑡𝑒 Surface area of active site m2

𝛿𝑡 kMC time advancement s
𝛥𝑡 CFD timestep size s
𝐸 Internal energy of the system J
𝐸𝑎𝑐𝑡 Activation energy kJ mol−1

⃖⃖⃗𝐹 External body force N m−2 s−1

𝛾1 , 𝛾2 Uniform random number –
⃖⃗𝑔 Gravitational acceleration of Earth m s−2

ℎ Planck’s constant J s
ℎ𝑗 Sensible enthalpy J kg−1

⃖⃖⃗𝐽 Diffusion flux rate kg m−2 s−1

𝑘𝐵 Boltzmann constant J K−1

𝑘𝑎𝑑𝑠,𝑠 Adsorption reaction rate constant s−1

𝑘𝑛𝑜𝑛𝑎𝑑 Nonadsorption reaction rate constant s−1

𝑘𝑡𝑜𝑡 Sum of 𝐿 possible reaction rate constants s−1

𝑚𝑠 Atomic mass of gaseous reagent g mol−1

𝑛 Number of active sites –
𝑃 , 𝑃𝑠 Surface pressure for species 𝑠 Pa
𝜌 Density of gas kg m−3

𝑅 Ideal gas constant J mol−1 K−1

𝜎𝑠 Sticking coefficient for adsorbate 𝑠 –
𝑆ℎ Source energy flux generation rate J kg m−3 s−1

𝑆𝑚 Source mass flux generation rate kg m−3 s−1

𝑇 Absolute temperature of ambient environment K
𝜏 Stress tensor N m−2

⃖⃗𝑣 Fluid velocity m s−1

𝑍𝑠 Coordination number for gas 𝑠 –

2. Atomistic and mesoscopic modeling

A vital component to understanding the AS-ALD process lies in the
kinetics of the surface reactions. In this work, a kinetic Monte Carlo
model (kMC) is used to characterize the stochastic nature of surface
reactions and determine their dependency on pressure and tempera-
ture. This procedure is conducted by first using atomistic modeling
techniques via ab initio quantum mechanics simulations to derive the
reaction rates of possible surface reactions. Then, a kMC algorithm is
developed that replicates surface kinetics through a user-defined grid
that represents a larger swath of the wafer surface and determines
probable reaction pathways for each site on the grid.

The mesoscopic model is one of two integral components in the
overall multiscale simulation. Based on the partial pressures and tem-
perature on the surface of the wafer, the extents of reaction in one
integration timestep, 0.001 s, are simulated. From this information, the
macroscopic model can calculate how much reagent is consumed and
how much product is produced, which is accounted for in subsequent
timesteps.

2.1. Reaction rate calculations

The AS-ALD process examined in this work comprises three steps:
(A) inhibition, (B) precursor adsorption, and (C) oxidation cycle. This
work studies the AS-ALD of an Al2O3/SiO2 substrate using acetylace-
tone (Hacac) as a small molecule and gaseous inhibitor for Step A,
bis(diethylamino)silane (BDEAS) as a gaseous precursor for Step B,
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and ozone (O3) as a gaseous oxidant for Step C. To characterize all
hree steps of the AS-ALD process, this work simplifies the complex
eaction mechanisms by concentrating on rate-limiting reaction steps
etermined through in silico modeling works (Mameli et al., 2017;
erkx et al., 2020; Yun et al., 2022a) and considering each reaction

tep as an elementary reaction.
All the reactions involved in the AS-ALD process can be classified

nto two types: adsorption and nonadsorption. Adsorption reactions
an be modeled as bimolecular reactions, and as a result, their re-
ction rate constants, 𝑘𝑎𝑑𝑠,𝑠, for an adsorbate 𝑠, can be calculated
hrough Collision Theory of gases. The aforementioned pressure and
emperature-dependent formulation is described as follows:

𝑎𝑑𝑠,𝑠 =
𝑃𝑠𝐴𝑠𝑖𝑡𝑒𝜎𝑠

𝑍𝑠
√

2𝜋𝑚𝑠𝑘𝐵𝑇
(1)

here 𝑃𝑠 is the partial pressure of the gaseous reagent 𝑠, 𝐴𝑠𝑖𝑡𝑒 is the
urface area of a single active site, 𝜎𝑠 is an experimentally determined
ticking coefficient unique to the reagent 𝑠, 𝑍𝑠 is the coordination
umber of the gas 𝑠, 𝑚𝑠 is the atomic mass of the gaseous reagent 𝑠,
nd 𝑘𝐵 is the Boltzmann constant.

The reaction rate constants of the nonadsorption reactions, 𝑘𝑛𝑜𝑛𝑎𝑑 ,
re calculated with the temperature-dependent Arrhenius equation, as
efined by the following equation:

𝑛𝑜𝑛𝑎𝑑 = 𝜈 exp
(

−
𝐸𝑎𝑐𝑡
𝑅𝑇

)

where 𝜈 =
𝑘𝐵𝑇
ℎ

(2)

where ℎ is the Planck constant, 𝐸𝑎𝑐𝑡 is the activation energy of the
eaction, 𝑅 is the universal gas constant, and 𝑇 is the absolute temper-
ture of the reaction. The pre-exponential factor, 𝜈, is calculated using
ransition-State Theory (TST) by assuming that the ratio of the parti-
ion functions for the transition state and the reactants is unity (Jansen,
012). This assumption was validated with experimentally determined
rocess times for observing full surface coverage by Merkx et al. (2020).
he activation energy is found by first using ab initio quantum me-
hanics computations to optimize molecular and crystalline structures
ia Density Functional Theory (DFT). Then, the activation energies
etween the reactants and products are determined through Nudged
lastic Band (NEB) calculations. The aforementioned computations
ere conducted through the open-source electronic-structure optimiza-

ion software Quantum ESPRESSO (QE) in a previous work by Yun et al.
2022a). It is notable that all of these 𝑘 values are the reaction rates for
single active site and have units of s−1.

.2. Surface kinetics modeling

The kMC algorithm is a stochastic method that uses a set of ran-
omly generated numbers to simulate the random nature of mesoscopic
urface reactions in a spatiotemporal manner (Cheimarios et al., 2021).
he algorithm used in this work is based on the BKL formulation
stablished by Bortz, Kalos, and Lebowitz (Bortz et al., 1975) and has
een modified to provide additional insight into the process when the
rocess has larger reaction times relative to the timestep of the overall
ultiscale simulation, which is elucidated later on in this section. Prior

o the execution of the BKL method in the kMC script, pressure and
emperature data extracted from the computational fluid dynamics
CFD) simulation is utilized for the calculation of the reaction rate
onstants 𝑘𝑎𝑑𝑠,𝑠 and 𝑘𝑛𝑜𝑛𝑎𝑑 . Next, the BKL method is conducted by
ssuming that potential reaction pathways for a given configuration
re characterized by a Poisson distribution such that the reaction rate
onstants, 𝑘𝑖, from a list of possible reactions 𝑖 = 1, 2,… , 𝐿 are summed
o enable the random selection of reaction pathways. This selection
s made possible through the use of a uniformly calculated random
umber. Subsequently, a time advancement, i.e., the time in which
he configuration transitions to the next state, is evaluated using a sec-
ndary uniform random number, which is summarized in Algorithms 1
3

nd 2.
The BKL implementation in prior work (Yun et al., 2023) was
onducted in the Python programming language using a grid-dependent
rocedure where the formulation, which is summarized in Algorithm 1,
erforms an iterative and ordered BKL procedure for each element in
n 𝑋 × 𝑌 grid. The result after each kMC execution produces grid

data where the configuration or state of each element of the grid
is discernible. However, this approach consumes memory that is not
possible for implementation in user-defined functions (UDFs) in the
computational fluid dynamics software, Ansys Fluent, and the inte-
gration of Python through cross-platform programming scripts reduces
simulation efficiency.

To resolve the aforementioned challenges, a modification to Algo-
rithm 1 is described in Algorithm 2 that contains the critical steps of the
kMC methodology employed in this work, which is performed with C
programming macros in UDFs that allow the program to communicate
with the macroscopic simulation. Specifically, there are functions that
use the macroscopic pressure and temperature data to calculate the
reaction rates, which are used as inputs for the kMC algorithm. In an
effort to preserve memory, a distinguishing feature of Algorithm 2 is
the use of a random site selection method where site data is stored in
variables that are independent of the location, i.e., the index, in the
grid. A more detailed discussion of the memory constraints in UDFs
is elucidated later in this section. Additionally, after the algorithm is
completed for a given timestep, the new grid data is converted into the
change in coverage, which is then used to calculate the generation and
consumption source terms for the reactants and products.

There are two major concerns that the modified kMC algorithm
must address. The first appears when one of the reactions has a 𝑘
value magnitude that is smaller than that of any other reaction; i.e., the
rate-limiting step is substantially slower compared to the remaining
reactions. A consequence of this order-of-magnitude difference is that
reactions that are more rate-determining will contribute more to the
overall processing time. For instance, in Line 19 of Algorithm 1, which
is from the algorithm of the BKL kMC method, the size of the time
advancement is directly proportional to 1∕𝑘. Thus, when 1∕𝑘 is larger
than 𝛥𝑡, the large time advancements will generate incomplete data
in the form of a step-wise appearance because the algorithm will
concurrently advance major portions of the grid concurrently whenever
the rate-limiting step is the only available step.

The second area of concern is the memory usage. The BKL method
employs a spatiotemporal approach to study the evolution and con-
version of active sites that characterize the surface morphology of
the substrate. For example, DeVita et al. (2005) simulated epitaxial
growth using a kMC grid to study the surface morphology after each
epitaxial cycle but observed computational constraints that limited the
grid sizing to an 𝑋 × 𝑌 grid. In a prior work (Yun et al., 2023; Tom
et al., 2023b), the kMC algorithm was implemented through an external
Python program and conjoined with the macroscopic computational
fluid dynamics simulation in Ansys Fluent through a Linux Bash script.

In this work, the kMC algorithm was directly implemented in Flu-
ent through custom User-defined Functions (UDFs) written in the C
programming language (ANSYS, 2022c). UDFs are constructed by inte-
grating Ansys-specific macros that allow extraction and manipulation
of nodal data by defining integers attributed to boundaries in the
simulation file (ANSYS, 2022a). UDFs also enable the declaration of
user-specified variables, referred to as User-defined Memory (UDM)
variables, with some restrictions that are detailed as follows. Specif-
ically, following the aforementioned procedures, various macros are
employed to enable parallelized computation, which is related to the
partitioning procedure employed by the CFD software, iterative compu-
tation that is conjoined to the CFD solver, initialization, and executable
actions, where C-based programming language is invoked for cus-
tomized programs for the kMC code. Following the creation of the
UDF-script written as a C program, the entire program is compiled
through Ansys Fluent to generate the executable C programs, which

work in tandem with the CFD simulation.
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Algorithm 1: Original BKL kMC algorithm in Python with ordered site selection procedure.

Parameters: 𝑃 (𝑥, 𝑦, 𝑡), 𝑇 (𝑥, 𝑦, 𝑡) ⊳ Determined from CFD

Input: Grid data, 𝑘𝑎𝑑𝑠,𝑠(𝑃 , 𝑇 ), 𝑘𝑛𝑜𝑛𝑎𝑑 (𝑇 ) ⊳ Calculated from Parameters

Output: Grid data, 𝛿𝑡

1 ⊳ Let there be 𝑋 grid rows and 𝑌 grid columns

2 ⊳ Let there be 𝐿 reactions in the process, and let 𝑘𝑖 represent the 𝑖th reaction

3 𝛿𝑡 = 0

4 while 𝛿𝑡 < 𝛥𝑡 do ⊳ Running algorithm until kMC timestep is as large as CFD timestep

5 for each species do

6 if number of species in grid = 0 then

7 Set the appropriate 𝑘𝑖 value(s) to 0 ⊳ Removing impossible reactions

8 𝑘𝑡𝑜𝑡 =
∑𝐿

𝑖=1 𝑘𝑖

9 for 𝑗 in 1 ∶ 𝑋 do

10 for 𝑘 in 1 ∶ 𝑌 do

11 ⊳ Randomly determining if a reaction occurs for each site on the 𝑋 × 𝑌 grid

12 Randomly select 𝛾1 ∈ (0, 1]

13 for 𝑟 in 1 ∶ 𝐿 do

14 if ∑𝑟−1
𝑖=1 𝑘𝑖 < 𝛾1𝑘𝑡𝑜𝑡 ≤

∑𝑟
𝑖=1 𝑘𝑖 then

15 if reaction 𝑟 is possible then

16 Execute reaction 𝑟

17 ⊳ Steric hindrance for Step B is not shown here.

18 Randomly select 𝛾2 ∈ (0, 1]

19 𝛿𝑡 = 𝛿𝑡 − ln (𝛾2)∕𝑘𝑡𝑜𝑡 ⊳ Advancing kMC timestep
Algorithm 2: Modified kMC algorithm in UDF with random site selection procedure.

Parameters: 𝑃 (𝑥, 𝑦, 𝑡), 𝑇 (𝑥, 𝑦, 𝑡) ⊳ Determined from CFD

Input: Grid data, 𝑘𝑎𝑑𝑠,𝑠(𝑃 , 𝑇 ), 𝑘𝑛𝑜𝑛𝑎𝑑 (𝑇 ) ⊳ Calculated from Parameters

Output: Grid data, 𝛿𝑡

1 𝛿𝑡 = 0

2 while 𝛿𝑡 < 𝛥𝑡 do ⊳ Running algorithm until kMC timestep is as large as CFD timestep

3 Randomly select a site on the grid

4 ⊳ Let there be 𝐿 possible reactions for the selected site and let 𝑘𝑖 represent the 𝑖th reaction

5 𝑘𝑡𝑜𝑡 =
∑𝐿

𝑖=1 𝑘𝑖

6 Randomly select 𝛾1, 𝛾2 ∈ (0, 1]

7 for 𝑟 in 1 ∶ 𝐿 do ⊳ Going through each possible reaction to randomly select one

8 if ∑𝑟−1
𝑖=1 𝑘𝑖 < 𝛾1𝑘𝑡𝑜𝑡 ≤

∑𝑟
𝑖=1 𝑘𝑖 then

9 Execute reaction 𝑟

10 ⊳ Steric hindrance for Step B is not shown here

11 Determine 𝑛, the number of active sites from grid data

12 𝛿𝑡 = 𝛿𝑡 − ln (𝛾2)∕(𝑛𝑘𝑡𝑜𝑡) ⊳ Advancing kMC timestep
4
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While this approach provides a major increase in computational
performance, this method also comes with more restrictions for the
new code. The main restriction when implementing UDFs in Fluent is
the memory storage, where a maximum of 500 variables can be safely
stored for each integration timestep (ANSYS, 2022c). However, each
kMC grid is defined by a 300 × 300 lattice in this work for a total of
0,000 sites. Thus, the data of each kMC grid must be stored differently
o that it can be represented by less than 500 variables.

To rectify the two issues presented, the kMC algorithm used in this
ork was modified to evaluate the time required for a single active

ite to react, whereas the BKL algorithm evaluates how the entire grid
rogresses in a given timeframe (Bortz et al., 1975). This difference
s implemented in the form of three distinctive changes, which are
ummarized as follows:

(1) The arrangement of occupied sites is neglected by employing a
Markov chain in which only one site on the entire grid advances
with each step as conducted by Kim et al. (2020).

(2) The time advancement computation includes the number of
unoccupied sites on the grid, where a reduction in unoccupied
sites increases the time progression as employed by Giménez
et al. (2002) and Klement et al. (2021).

(3) Grid data is stored as a single integer variable that counts the
number of each species, rather than as an array.

he first two modifications resolve the first concern regarding small 𝑘
alues, and the last modification resolves the second concern regarding
emory storage. These adjustments to the BKL formulation are further

xamined and verified in Section 2.2.1.

.2.1. Derivation of the modified kMC algorithm
To properly make the necessary modifications to the BKL kMC

lgorithm, it is first important to understand what the kinetic rate
epresents. Intuitively, the parameter reflects the number of reactions
hat occurs every second at an active site, which is a region on the
ubstrate surface that is able to undergo a chemical reaction. In other
ords, the kinetic rate is a measure of the probability that such an
vent is happening. Additionally, these events can be assumed to follow
Poisson distribution, to react independently of other sites, and to

eact independently of other possible reactions (Christofides and Ar-
aou, 2006). As such, probability theory allows the reaction rate to be
ecomposed into two independent events (Gillespie, 1976), as shown
n Eq. (3). First, there is the probability that the site is in a state where
he reaction can proceed, (𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒). Second, there is the probability
hat the reaction actually proceeds, (𝑝𝑟𝑜𝑐𝑒𝑒𝑑). This decomposition is

expressed as follows:

𝑘𝑟𝑥𝑛 = (𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛)

𝑘𝑟𝑥𝑛 = (𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒) ⋅ (𝑝𝑟𝑜𝑐𝑒𝑒𝑑) (3)

where 𝑘𝑟𝑥𝑛 is the reaction rate of a given reaction for a single active
site as calculated in Section 2.1 and (𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛) is the probability of
that reaction taking place in one second.

A similar expression for the reaction rate of the entire grid can be
derived by using the number of sites rather than the probability of a
site being able to undergo the desired reaction. This expansion is also
based on the assumption that these two events are mutually exclusive,
yielding:

𝑘𝑔𝑟𝑖𝑑 =  (𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒) ⋅ (𝑝𝑟𝑜𝑐𝑒𝑒𝑑) (4)

where 𝑘𝑔𝑟𝑖𝑑 is the average reaction rate for a given kMC grid and
 (𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒) is the number of sites that can undergo the desired reac-
tion.

Because of the assumption that each site on the grid is independent
f the others, (𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒) can be related to  (𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒) as follows:
5

 (𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒) = 𝑛 ⋅ (𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒) (5)
where 𝑛 is the number of active sites on the grid. With this relationship,
𝑘𝑔𝑟𝑖𝑑 can be related to 𝑘𝑟𝑥𝑛 as follows:

𝑘𝑔𝑟𝑖𝑑 =  (𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒) ⋅ (𝑝𝑟𝑜𝑐𝑒𝑒𝑑)

𝑘𝑔𝑟𝑖𝑑 = 𝑛 ⋅ (𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒) ⋅ (𝑝𝑟𝑜𝑐𝑒𝑒𝑑)

𝑔𝑟𝑖𝑑 = 𝑛 ⋅ 𝑘𝑟𝑥𝑛 (6)

where 𝑘𝑔𝑟𝑖𝑑 is the average reaction rate of a given reaction for the entire
grid, 𝑘𝑟𝑥𝑛 is the reaction rate for a single active site, and 𝑛 is the number
of actives sites on the grid.

When there are multiple possible reactions, it is necessary to deter-
mine 𝑘𝑡𝑜𝑡, which is the probability that each reaction is independent
of that of other reactions. Since it is assumed that the probability of
each 𝑘 is independent of other reactions, the probability that one of
two reactions will take place can be found using the inclusion-exclusion
principle as follows:

(𝑘𝑖 ∪ 𝑘𝑗 ) = (𝑘𝑖) + (𝑘𝑗 ) − (𝑘𝑖 ∩ 𝑘𝑗 )

where (𝑘𝑖 ∪ 𝑘𝑗 ) is the probability that either reaction 𝑖 or reaction
𝑗 will take place, (𝑘𝑖) is the probability that reaction 𝑖 will occur,
(𝑘𝑗 ) is the probability that reaction 𝑗 will occur, and (𝑘𝑖 ∩ 𝑘𝑗 ) is the
probability that both reaction 𝑖 and reaction 𝑗 will occur. This equation
can be simplified by noting that 𝑖 = 𝑘𝑖 as shown in Eq. (3) and that
(𝑘𝑖 ∩ 𝑘𝑗 ) = 0 because the two reactions are mutually exclusive, which
yields:

(𝑘𝑖 ∪ 𝑘𝑗 ) = 𝑘𝑖 + 𝑘𝑗

If there are 𝐿 total possible reactions, these additional reactions can be
summed into (𝑘𝑖 ∪ 𝑘𝑗 ) to obtain the probability that an unspecified
reaction occurs as all of these reactions are independent and mutually
exclusive. The expression for this possibility is:

(𝑘𝑡𝑜𝑡) = 𝑘𝑡𝑜𝑡 =
𝐿
∑

𝑧=1
𝑘𝑧 (7)

where 𝑘𝑡𝑜𝑡 is the possibility of an unspecified reaction occurring and
𝑘𝑧 represents the possibility for a specific reaction to occur. Note that,
when evaluating an active site in isolation, 𝑘𝑧 = 𝑘𝑟𝑥𝑛; similarly, when
evaluating an active site in the context of the entire grid, i.e., 𝑘𝑧 = 𝑘𝑔𝑟𝑖𝑑 .
Thus, to evaluate the time progression for a single active site at a time,
𝑘𝑡𝑜𝑡,𝑔𝑟𝑖𝑑 can be represented as follows:

𝑘𝑡𝑜𝑡,𝑔𝑟𝑖𝑑 =
𝐿
∑

𝑧=1
𝑘𝑔𝑟𝑖𝑑

=
𝐿
∑

𝑧=1
𝑛 ⋅ 𝑘𝑟𝑥𝑛

= 𝑛 ⋅
𝐿
∑

𝑧=1
𝑘𝑟𝑥𝑛

= 𝑛 ⋅ 𝑘𝑡𝑜𝑡,𝑟𝑥𝑛

where 𝑘𝑡𝑜𝑡,𝑔𝑟𝑖𝑑 is the possibility that an unspecified reaction will occur
anywhere on the kMC grid, 𝑘𝑡𝑜𝑡,𝑟𝑥𝑛 is the possibility that an unspecified
reaction will occur at a singular active site, and 𝑛 is the number of
active sites on the kMC grid. This formula is employed in Line 12
of Algorithm 2.

The other modification made to the kMC method presented in Yun
et al. (2022a) is the reduction of memory usage as necessitated by
the restrictions of Ansys Fluent. The total data stored in between each
timestep must be reduced from 90,000 integers for a 300 × 300 grid to
less than 500 integers. This procedure was accomplished by taking ad-
vantage of the fact that the kMC algorithm does not use any positional
data; i.e., the simulation is not concerned about the location of the site
in the grid, but rather only the state of the grid for each timestep.

Thus, instead of using an array with 90,000 entries, the amount of



Digital Chemical Engineering 10 (2024) 100140H. Wang et al.
Algorithm 3: Step B steric hindrance locking algorithm.

Variables:

V4: Completely reacted site

IC: Site that will never reach completion

LK: 2 adjacent V4s that cannot trap an unfinished site

1 ⊳ Let there be 𝑁 total sites

2 ⊳ Let 𝑆𝑖 represent the species of site 𝑖

3 for 𝑗 in 1 ∶ 𝑁 do ⊳ Going through each site on the grid

4 Randomly select a species 𝑆𝑗

5 ⊳ Let 𝑆𝑎𝑑𝑗1, 𝑆𝑎𝑑𝑗2 be two randomly selected sites that represent the sites adjacent to 𝑆𝑗

6 if 𝑆𝑗 ≠ V4 AND 𝑆𝑎𝑑𝑗1 = V4 AND 𝑆𝑎𝑑𝑗2 = V4 then

7 𝑆𝑗 ⟶ IC

8 else if 𝑆𝑗 = V4 AND (𝑆𝑎𝑑𝑗1 = V4 OR 𝑆𝑎𝑑𝑗2 = V4) then

9 𝑆𝑗 ⟶ LK

10 𝑉 4 ⟶ LK ⊳ This represents the adjacent V4 turning into LK
each intermediate species was counted and saved in its own variable.
For example, in Step C of the AS-ALD cycle, there are 3 species: V4,
V6, and V8. The old method would have 90,000 entries, each one
representing a site and tracking whether it is in state V4, V6, or V8. The
new method has 3 variables, which are defined as buckets that represent
the number of V4 sites, the number of V6 sites, and the number of
V8 sites. By discarding the unnecessary positional data of the sites,
this bucket method is able to store the relevant information of all the
kMC grids in 31 variables where 25 variables are reserved for tallying
species involved in the Steps A, B, and C of the AS-ALD process and the
remaining 6 variables are used for defining the source generation and
consumption flux rate terms on the wafer surface boundary conditions.

However, the reaction mechanism for Step B is more complicated
than the other two reactions, as steric hindrance plays an essential role
in the kinetics of that process. The specific details of the effects of steric
hindrance on the BKL formulation can be found in Yun et al. (2022a),
but a summary is as follows. Each site has two adjacent neighbors that
apply two conditions on the surface reaction mechanism. The first extra
condition is that a site is restricted from certain reactions if a bulky
molecule has adsorbed to either neighboring site. Physically, these
molecules hinder the primary site from reacting. The second condition
is attributed to the final surface reaction, which requires 2 adjacent
sites to bond and for both sites to reach the final state. Thus, it is
possible for situations to arise where it is impossible for a site to fully
react if both of its neighbors have reached completion by bonding with
other sites. As a result, these sites must be deactivated so that the kMC
algorithm can reach completion.

To implement the first condition described above, the modified kMC
algorithm creates buckets that represent the number of adjacent sites
that are blocking the site of adsorption. Because each site has two
sterically relevant neighboring sites, there are 3 block status buckets:
unblocked, one-block, and two-block. While both the one-block and
two-block statuses represent the target site being unable to undergo
certain surface reactions, distinguishing between the two allows the
preservation of more positional data about the grid. During the kMC
algorithm, whenever the algorithm needs to determine whether the site
it randomly selected is blocked, it will do so by randomly selecting a
block status. The second condition is an extra step that takes place after
each kMC event. To properly deactivate sites, the procedure described
6

in Algorithm 3 is executed after each iteration of Algorithm 2.
By running Algorithm 3, the number of trapped sites that are unable
to reach the final V4 state can be accurately represented even after
discarding all positional data. After implementing both modifications
discussed in this section, the kMC model is able to simulate the surface
reactions with greater resolution and obtain high quality results for all
the reactions in the AS-ALD process.

To verify that the results of the modified kMC algorithm are ac-
curate and valid, comparisons between Algorithms 1 and 2 and were
examined for both cases with slow reactions (Step B) and cases without
slow reactions (Steps A and C) in Fig. 2.

3. Computational fluid dynamics modeling

Computational fluid dynamics (CFD) simulations describe the
macroscopic behavior of fluids in larger time and length scales, which
enables the scale-up of processes. The integration of CFD is applicable
to characterizing the spatiotemporal flow of reagents on the substrate
surface, which experiences surface reactions that consume the reagents
and generate byproducts. The development of a CFD model requires
the construction of a computer-aided design (CAD) model for a three-
dimensional (3D) discrete feed reactor system, the performing of a
meshing procedure on the CAD model, and the creation of the CFD
simulation of the AS-ALD process in the discrete feed reactor model.

3.1. Reactor design

Several reactor models have been investigated to discuss the unifor-
mity of reagent coverage on the substrate surfaces and to improve the
productivity of the process. For example, Yun et al. (2022b) proposed
a cross-flow reactor to control the behavior of flow in the azimuthal
direction of the substrate for an atomic layer etching process. Addition-
ally, Dobkin and Zuraw (2003) and Elers et al. (2006) suggested using
showerhead reactors to improve the uniformity of fluid flow in the ra-
dial direction. By considering the challenges attributed to low product
throughput, Yun et al. (2023) proposed a spatial reactor configuration
where the reagent is delivered perpendicularly to the substrate in a con-
tinuous feeding mechanism for atomic layer etching and area-selective
atomic layer deposition processes. While the aforementioned reactor

models have effectively yielded valuable results in improving product
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Fig. 2. Comparison of the original (Algorithm 1) and modified (Algorithm 2) kMC algorithms for Steps (a) A, (b) B, and (c) C. The original kMC processing times to reach full
coverage for Steps A, B, and C are 1.018, 2.796, and 1.418 s, respectively. The modified kMC processing times to reach full coverage for Steps A, B, and C are 0.969, 2.793, and
1.487 s, respectively.
quality and yield, this work considers the impact of steric collisions
generated from bulky molecular species including Hacac and BDEAS,
which introduces challenges associated with surface uniformity. Thus,
there is motivation to develop a reactor that minimizes steric hindrance
induced by screening effects.

This work adopts a previously designed discrete feed reactor (Tom
et al., 2023a) inspired by the work of Lin et al. (2023) through Ansys
DesignModeler, which delivers reagent perpendicularly to the substrate
surface in discrete pulses through an injection plate. The employment
of discrete feeding with cut-in purging allows the byproduct species
that inhibit adsorption of Hacac and BDEAS on the substrate surface
to be regularly removed. The discrete feed reactor, illustrated in Fig. 3,
situates a showerhead divider that is below and parallel to the injection
plate to facilitate the transport of reagents in the radial directions of
the substrate, thereby maximizing the exposure of the substrate to the
reagent in minimal pulse times. The gap distance between the injection
to the showerhead plate is 3 mm, and the gap distance between the
showerhead plate to the 200-mm diameter substrate surface is 5 mm.
These gap distances are necessary to minimize the volume required
to maintain laminar flow behavior (Kim et al., 2003). A summary
of the reactor dimensions are presented in Table 2. The injection
plate has a substantial impact on the mass transport of reagents in the
radial direction. Thus, various injection plate geometries, which are
illustrated in Fig. 4, were previously proposed by Tom et al. (2023a)
to observe their impact on the fluid dynamics on the substrate surface.
Results from the aforementioned work provided valuable information
7

Table 2
Dimensions for the reactor configurationsa.

Reactor dimension Value

Plate Diameter 290 mm
Ring Inlet Outer Diameter 170 mm
Ring Inlet Inner Diameter 130 mm
Round Inlet Diameter 20 mm
Round Outlet Diameter 4 mm
Showerhead Diameter 250 mm
Showerhead Pores Diameter 10 mm
Showerhead Plate Thickness 0.5 mm
Showerhead Plate/Wafer Vertical Gap Distance 5 mm
Reagent Inlet Plate/Showerhead Plate Vertical Gap Distance 3 mm
Wall Sector Angle 40◦

a All dimensions are fixed for each reactor configuration.

about the role of characteristic lengths on the rate of mass transfer
in the radial direction. This work extends prior macroscopic modeling
work for each reactor injection plate geometries by studying their effect
on the spatiotemporal coverage and process time required to reach
complete surface coverage (see Table 3).

3.2. Meshing

Following the construction of the reactor model, a discretization
process is conducted to produce conformal meshes that balance



Digital Chemical Engineering 10 (2024) 100140H. Wang et al.
Fig. 3. Schematic of the discrete feed reactor model for the AS-ALD reaction. The operation of the reactor is conducted in sequential pulses where a mixture of Hacac and N2,
BDEAS and N2, and O3 and N2 are injected in the inlet stream for Steps A, B, and C, respectively. Purged materials including Hacac, H2, and N2 for Step A, BDEAS, N2, and DEA
for Step B, and O, O2, O3, and N2 for Step C, are evacuated through the outlets, which include the wafer exit/entry.
Fig. 4. Various feed distributor geometries for (a) Single, (b) Ring, (c) Multi, and (d) Combined reactor configurations.
computational efficiency and accuracy when performing the finite
element method. Meshes for each reactor model are produced from
‘‘Meshing Mode’’, a feature of the multiphysics software, Ansys Fluent,
in a prior work (Tom et al., 2023a). The aforementioned meshes
were generated by optimizing mesh quality parameters based on the
tetrahedral geometries of the discretized cells, which include the or-
thogonality, aspect ratio, and skewness (ANSYS, 2022b). To maximize
each reactor configuration mesh, optional remeshing tools were then
applied to the irregular surface and volume cells. In additional to
maintaining balanced mesh quality, this work aims to minimize the
number of cells required to produce the 3-D meshes to reduce the
complexity of the computational fluid dynamics simulation, where each
reactor configuration comprises 1.1 to 1.2 million cells.

3.3. Computational fluid dynamics simulation framework

The macroscopic CFD simulation is constructed by defining bound-
ary, operating, and solver conditions that are specific to the AS-ALD
process. This simulation will employ a strategy for solving the mass,
momentum, and energy transport equations, which are described as
follows:
𝜕𝜌
𝜕𝑡

+ ∇ ⋅
(

𝜌⃖⃗𝑣
)

= 𝑆𝑚 (8)
𝜕
𝜕𝑡

(

𝜌⃖⃗𝑣
)

+ ∇ ⋅
(

𝜌⃖⃗𝑣⃖⃗𝑣
)

= −∇𝑃 + ∇ ⋅
(

𝜏
)

+ 𝜌⃖⃗𝑔 + ⃖⃖⃗𝐹 (9)
𝜕
𝜕𝑡

(𝜌𝐸) + ∇
(

⃖⃗𝑣 (𝜌𝐸 + 𝑃 )
)

= −∇
(

𝛴ℎ𝑗 ⃖⃖⃗𝐽 𝑗

)

+ 𝑆ℎ (10)
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where the mass transport equation in Eq. (8) is associated with the gas-
phase species flux, which is represented by the product of the gas-phase
species density, 𝜌, and the velocity of the species, ⃖⃗𝑣, and is related
to the species source generation and consumption flux rate, 𝑆𝑚. The
momentum transport equation in Eq. (9) relates the rate of momentum
per unit volume to the convection, pressure, viscous, and gravitational
forces where 𝑃 is the operating pressure of the reactor, 𝜏 is the normal
two-rank stress tensor, ⃖⃗𝑔 is the gravitational acceleration constant, and
⃖⃖⃗𝐹 is the force acting on the system. The energy transport equation
defined in Eq. (10) describes the relation of the accumulated rate of
system energy, 𝐸, with the convective, conductive, and energy source
generation or consumption, 𝑆ℎ, rates, where ℎ𝑗 and ⃖⃖⃗𝐽 𝑗 is the sensible
enthalpy and mass diffusion flux, respectively, of the gas species 𝑗.

Ansys Fluent contains multiple fluid dynamics models that can be
used to describe the behavior of the fluid flow. Due to the small reactor
sizes and observance of laminar behavior from prior research (Tom
et al., 2023a), a laminar fluid model is defined in the simulation.
The mass transport is simulated by specifying gas-phase reagent and
byproduct species that are present in the Ansys ChemKin database
and thermophysical property data generated from experimental works
and ab initio quantum mechanics calculations discussed in Section 2.
The source generation and consumption flux rate terms are evaluated
through the kMC simulation and defined as boundary conditions on
the wafer surface through user-defined functions (UDFs). Additionally,
this simulation considered the role of ozone decomposition within the
reactor and surface of the wafer. The reactor is also operated under
isothermal and isobaric conditions by assuming that a temperature
control system is used to maintain the temperature on the wafer surface
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Fig. 5. Illustration of the multiscale CFD modeling framework. The wafer is partitioned into 40 sections in the CFD simulation to produce a collection of 40 surface pressure and
temperature datasets that are used to calculate the reaction rate constants in user-defined functions (UDFs). The kMC simulation, which is performed in the UDF calculates the
surface coverage and source flux rate terms that are transmitted to the CFD simulation.
Table 3
Operating conditions for each reactor geometry.
Reactor Temperature (K) Pressure (Pa) Mole fraction Mass flow rate (kg/s)

Hacac BDEAS Ozone

Single 573 300 0.50 0.50 0.20 2.00 × 10−5

Ring 573 300 0.50 0.50 0.20 2.00 × 10−5

Multi 573 300 0.50 0.50 0.20 Each Inlet: 4.00 × 10−6

Combined 573 300 0.50 0.50 0.20 Single: 1.00 × 10−5

Ring: 1.00 × 10−5
and that a vacuum pump is effectively applied to regulate the pressure
within the reactor chamber.

A pressure-based coupled solver method is integrated into this work
to simultaneously solve the momentum and pressure-based continuity
equations in a parallelized algorithm to reduce computation time at a
cost of increased memory requirement. To circumvent this issue, CPU-
based (central processing unit) nodes were integrated into this work
comprising 48 and 36 cores with 512 GB and 384 GB of dynamic
random-access memory (DRAM), respectively, and executed through
text-user interface (TUI) commands to minimize graphical power. Ad-
ditionally, a fixed timestep method of step size 𝛥𝑡 = 0.001 s is defined,
which is within the Courant number threshold recommended by the
default settings for the program. Lastly, under-relaxation factors of 0.5
were assigned to all gas-phase species involved in the mass transport
calculations to minimize the potential for divergent or oscillatory resid-
ual responses that could potentially be generated from the source flux
rate terms evaluated from the kMC simulation.

4. Multiscale modeling

The efficacy and impact that simulations can have naturally depends
on their accuracy and precision. Generally speaking, the accuracy of
9

a simulation can always be improved by increasing the computational
costs; for example, lowering the integration timestep when numerically
solving a differential equation will improve the accuracy of the final
answer while increasing the number of calculations that must be made
to reach that final answer. Thus, one of the driving motivations for
this paper is finding an optimal balance between the accuracy and the
computational cost of the simulation.

One commonly used method to improve simulation accuracy with-
out an expensive computational cost is multiscale simulation (Wehinger
et al., 2022). This method comprises two simulations that run con-
currently and interact with each other: a mesoscopic kMC model that
simulates the surface kinetics of the wafer as a function of the pressure
and temperature, and a macroscopic CFD model that simulates how the
pressure fields within a reactor evolve with time. These two interacting
models improve the overall accuracy of the simulation because their
domains are intrinsically linked. The surface reactions on the wafer
generate and consume products and reagents, which affects the overall
pressure fields in the reactor, which affects the reaction rate on the
wafer surface. Thus, to improve simulation accuracy, the two models
are integrated together in a multiscale framework as shown in Fig. 5.

At each integration timestep, 𝛥𝑡 = 0.001 s, the CFD model takes
the generation and consumption terms calculated by the kMC model
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Fig. 6. Reactor configuration comparison of the temporal progression of the average surface coverage for (a) Step A, (b) Step B, and (c) Step C.
n the previous timestep into account when calculating the pressure
ields in the reaction. Then, the kMC model receives information about
he species pressure and temperature at the surface of the wafer and
ses that to calculate the extent of any surface kinetics, as well as the
esulting consumption and generation of species. After repeating this
tep for multiple timesteps, the multiscale simulation offers a compre-
ensive understanding of how the wafer surface reactions evolve as
ime progresses inside the reactor. With the computational resources
nd numerical simulation specifications stated above, the computing
ime ranged from 4 to 6 h for a process time of 3.5 s for the 48-core
nd 36-core nodes, which allows for effective data production.

. Multiscale simulation results and discussion

The aim of the multiscale CFD simulation is to give a quantitative
nderstanding of how various reactor designs affect the process effi-
iency of the AS-ALD reactions, which is directly tied to the process
ime. Due to the self-limiting nature of AS-ALD, the process is naturally
esistant to over-deposition. Rather, the only drawbacks of overprocess-
ng are unneeded consumption of the reagents and a decreased product
hroughput. Thus, there is a large economic incentive to minimize the
rocess time, as this will both reduce the reagent consumption and
ncrease production capabilities.

To evaluate the overall process efficiency, two main criteria are
aken into account: the minimum process time and surface coverage
niformity. The minimum process time is the time at which the sub-
trate achieves full coverage for the surface-terminated product, which
s directly dependent on the reagent dosage time. On the other hand,
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the surface coverage uniformity is a measure of how the standard
deviation of the coverage on the substrate surface changes with time.
Naturally, the lower the overall standard deviation, the less reagent is
wasted, and the reverse implies greater reagent wastage. These two cri-
teria are positively correlated, as a low standard deviation distribution
implies an effective usage of the reagent, which then implies that the
process will be completed quickly.

Fig. 6 illustrates the temporal progression of coverage for Steps A,
B, and C for each reactor configuration. Generally, the ring-shaped
reactor geometry underperforms due to the vacuum pressure forces
and steric screening effects from byproducts that result in a lack of
fluid transport toward the center of the wafer. Meanwhile, the single
and multi-shaped injection plates are conducive towards achieving full
surface coverage in minimal processing times by concentrating the
reagent toward the center of the wafer. With smaller characteristic
lengths, especially for the combined reactor geometry, the injection
flow rate is unable to overcome the effects of the vacuum pressure
forces. Thus, an initial delay in coverage is observed for the coverage
profiles of the combined model when compared to those of the single
and multi feed reactors. Table 4 also summarizes the processing times
required to achieve full surface coverage for each reactor configuration
and each step in the AS-ALD ABC cycle, where the single and multi
reactor models were observed to have the fastest processing times.

The reactor design with the smallest minimum process time can
be quickly determined by examining the average coverage progression
across the wafer as a function of time, as shown in Fig. 6. From Table 4,
it can be seen that the multi-shaped reactor performed the best overall

with a total minimum process time of 3.638 s. However, to understand
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Fig. 7. Reactor configuration comparison of the temporal progression of the standard deviation, 𝜎, in surface coverage for (a) Step A, (b) Step B, and (c) Step C.
Table 4
Computed process times required to obtain full surface coverage for the terminated
products from Steps A, B, and C as a function of reactor configuration.

Reactor Process time (s) Total process
time (s)

Step A Step B Step C

Single 0.466 1.431 1.783 3.680
Ring 2.310 4.586 2.596 9.492
Multi 0.453 1.448 1.737 3.638
Combined 0.509 1.508 1.755 3.772

why this reactor design performed the best, it is necessary to examine
more specialized data, such as the standard deviation progression as a
function of time and contour plots of the coverage at specific points in
time.

The multi-shaped reactor, which has the smallest process times,
also consistently has the lowest standard deviation for all points in
time. However, the single and combined-shaped reactors have similar
standard deviation curves, illustrated in Fig. 7, for all three reactions,
but the single-shaped reactor consistently outperforms the combined-
shaped reactor in terms of process time. The standard deviation plots
demonstrate the uniformity of wafer surface coverage for Steps A, B,
and C of the AS-ALD process, but lack critical information in deter-
mining the spatial dependence of the surface coverage on the injection
geometry.

Meanwhile, the contour coverage plots directly reflect the progress
of the surface reactions. From Eqs. (1) and (2), it can be seen that, in an
isothermal reactor, the reaction rates are only a function of pressure.
11
Thus, the progress of the surface reaction at a particular point is related
to the pressure which that particular point has experienced since the
start of the reaction. This suggests that the contour coverage plots ef-
fectively represent how ideal the pressure distribution of a given reactor
design is. In Fig. 8, all the reactor designs have a high coverage value
in the areas directly underneath the precursor dispensers. However, the
most valuable information from these contour graphs are the areas with
low coverages; these areas represent sections far from the inlet, where
the reactor design plays a major role in how high the precursor pressure
necessary for carrying out the reactions is. For example, the ring-shaped
reactor design has a large area in the center with 0 coverage, which
means that almost no precursor is flowing there. This matches the
results in Tom et al. (2023a), which found that the pressure in the
center is very low for the ring-shaped reactor. Meanwhile, out of the
single, multi, and combined-shaped reactors, the multi-shaped reactor
has the best coverage contour plot in that its outer edges have the
highest coverage. Even though the coverage at the outer edge is the
same for both the single and combined-shaped reactors, the coverage at
the middle of the reactor, 𝑟 = (12, 16) cm, is higher for the single-shaped
reactor. This means that the single-shaped reactor design has a better
pressure distribution in the middle section of the wafer, rendering it
superior to the combined-shaped reactor design. The results of the
contour plots show that the multi-shaped reactor design is the best,
followed by the single, combined, and the ring-shaped in that order.
Similarly, the contour plots for Steps B and C, as shown in Figs. 9 and
10, demonstrate that the multi-shaped reactor performed the best with
the other three reactor designs following in the order described above.
This correlates with the performances noted in Table 4, which shows
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Fig. 8. Comparison of contour plots of various reactor configurations, (a) Single, (b) Ring, (c) Multi, and (d) Combined, to study the spatial behavior of the surface coverage of
the terminated Step A product for a 40-partitioned substrate at a time of 0.3 s.
that contour plots are a good metric for identifying efficient reactor de-
signs. Specifically, they are able to compare and determine what reactor
design has a better transient pressure profile. Additionally, Figs. 8–10
illustrate slight asymmetric coverage characteristics that are attributed
to numerical error from the first-order implicit method utilized to solve
the transient transport equations and randomness that originates from
the random number used for reaction selection and time advancement
in the kMC simulation. While previous work (Tom et al., 2023a) has
demonstrated that the discrete feed reactor models produce uniform
flow characteristics, the flow is not a significant indicator of coverage
uniformity due to the potential of steric hindrance effects and molecular
collisions that impede reagent adsorption.

It is also important to point out that the contour plots provide
an important insight; there is a significant difference between the
12
developed pressure profiles at 3.0 s and the initial pressure profiles
for each reactor design. The former pressure profiles were examined in
a previous work, which concluded that the combined-shaped reactor
was the best reactor due to its optimal pressure fields (Tom et al.,
2023a). However, the results presented in Table 4 differ substantially,
as they show that the multi-shaped reactor is the best reactor with the
shortest minimum process time. One explanation that accounts for both
of these observances is that the pressure fields at the initial stages of the
process play a pivotal role in the overall efficacy of the reactor design.
The coverage evolution at the fringes of the substrate, which plays the
greatest role in determining the minimum process time, is a function
of the entire pressure profile evolution. Thus, it is important for the
ideal reactor design to also quickly reach these fringe areas. While the
combined-shaped reactor may have more even pressure profiles, the
multi-shaped reactor evidently distributes the reagent quicker.
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Fig. 9. Comparison of contour plots of various reactor configurations, (a) Single, (b) Ring, (c) Multi, and (d) Combined, to study the spatial behavior of the surface coverage of
the terminated Step B product for a 40-partitioned substrate at a time of 0.8 s.
The minimum process time for each reactor design is defined as the
time required to reach 99.9% coverage for each individual reaction.
Overall, the multi-shaped reactor has the best results with a total
minimum process time of 3.638 s. To understand why this reactor
design performs the best, the contour plot is instrumental in revealing
the fact that this design spread the precursor to the remote parts of the
wafer the quickest out of the examined designs. This detail explains
why, even though the combined-shaped reactor has the most even
pressure profiles, it ranks third in terms of minimum process time.

6. Conclusions

In this work, a multiscale computational fluid dynamics (CFD)
model of an area-selective atomic layer deposition (AS-ALD) reac-
tor was developed to study the spatiotemporal progression of surface
13
coverage to allow the scale-up of AS-ALD processes. To improve the
accuracy of the multiscale CFD model, this work expanded on the
mesoscopic, kinetic Monte Carlo (kMC) algorithm by considering the
role of the number of unoccupied atomic sites on the time progres-
sion computation. Findings suggested that surface coverage temporal
progressions were similar to results conducted in prior work and were
able to resolve the ambiguity of surface coverage from prior kMC
methodology. Additionally, various reactor injection geometries for the
macroscopic CFD simulation were constructed to enhance the mass
transfer of reagent on the surface of a semiconductor substrate and
study their impact on the process time required to obtain full surface
coverage and the uniformity of the surface coverage with respect to
time. Results indicated that two reactor models, the multi and the
single, required minimal processing time and were characterized by
homogeneous, temporal surface coverage.
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Fig. 10. Comparison of contour plots of various reactor configurations, (a) Single, (b) Ring, (c) Multi, and (d) Combined, to study the spatial behavior of the surface coverage of
the terminated Step C product for a 40-partitioned substrate at a time of 1.0 s.
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