Enhancing the Crystal Production Rate and Reducing Polydispersity in Continuous Protein Crystallization
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ABSTRACT: This article focuses on the modeling and control of a continuous crystallizer with a fines trap and a product classification unit employed to produce tetragonal hen-egg-white lysozyme crystals. A kinetic Monte Carlo model is initially developed to simulate the crystal nucleation, growth, and aggregation processes taking place in the crystallizer using experimentally determined rate expressions. Subsequently, the influence of varying (a) the flow rates of the streams to the fines trap and the product classification unit and (b) the corresponding cutoff sizes is studied, and as a result, an operating strategy that takes advantage of the aggregation, fines removal, and product classification units is proposed to simultaneously achieve a high production rate and a low polydispersity of the crystals produced by the crystallizer. Finally, a model predictive controller is designed using a reduced-order model, which manipulates the jacket temperature to lead to the production of crystals with the desired shape and size distributions.

INTRODUCTION

The pharmaceutical industry is a key sector of the U.S. and global economy. In the pharmaceutical industry, protein crystallization plays a key role in relation to separation and purification methods for the production of drugs. Once a drug has been approved by the U.S. Food and Drug Administration (FDA), the patent of the drug will prevent other companies from manufacturing and selling drugs with the exact same ingredients until the patent expires. Because of the fact that significant financial investment as well as time is required for the discovery of a new drug, a pharmaceutical company generally files a patent even before the clinical trial in order to protect its intellectual property. As a result, after a company enters the market with a new drug, it has only a limited period to make significant profit. Therefore, companies look for ways to maximize their revenues for the limited monopoly period. In an effort to find a win–win situation for both the patent holders and consumers (e.g., patients), significant research efforts have focused on the modeling and control of crystallization processes to further improve the production rate and quality of the crystal products in the manufacturing process, aiming at providing higher revenues to the companies and affordable prices to the customers.1,2 Specifically, Majumder and Nagy3 presented a systematic approach to obtaining the optimal temperature profile in a continuous plug-flow reactor along with the consideration of dissolution through the fines trap process.

In many chemical processes including crystallizers, agitator of the particulate solution is required in order to maintain solid particles in the bulk of the suspension. In particular, two main suspension types are prevalent in industrial practice, namely, complete suspension and homogeneous suspension. More specifically, complete suspension is said to be achieved when all particles are lifted and no particle remains on the bottom of the crystallizer for more than 1–2 s.4 When such a condition is achieved, the contact area between the crystals and fluid is maximized so that the entire surface area of the crystals is available for surface reactions and mass-transfer processes. Additionally, homogeneous suspension corresponds to the state of suspension at which the particle number concentration and size distributions are uniform throughout the crystallizer and a further increase in the stirrer speed does not significantly enhance the quality (i.e., uniformity) of the suspension. In general, the necessity of homogeneous suspension is mainly determined by the purpose of the crystallizer operation. For example, a homogeneous suspension is required when the stirred crystallizer plays a role as a mixer where the suspension must be fed into another processing unit. Furthermore, homogeneous suspension is often desired in the context of crystallization processes because nonuniform spatial distribution of crystals may lead to unacceptably high local supersaturation levels and thereby unexpectedly high crystal growth rates. Additionally, the occurrence of a homogeneous suspension will reduce the uncertainty in the online measurements of continuous crystallization process variables because a representative sample of crystal products will be required for the online measurements of the crystal size and shape distributions.

There have been a number of theoretical and experimental attempts to model the minimum stirrer speed \( N_{sw} \) which is required to achieve the complete suspension configuration. In particular, Zwietering4 carried out a dimensional analysis of the important system parameters and suggested eq 1, which is a function of the impeller type, reactor size, reactor geometry, off-bottom clearance height, and physical properties:
\[ N_{Pl} = \left( \frac{g(\rho_s - \rho_L d_p)}{\rho_L} \right)^{0.45} \left( \frac{\nu^0 X^{0.13}}{d_p^{0.25} \rho_s^{0.85}} \right) \]

where \( S \) is a dimensionless constant presented graphically as a function of the impeller type (e.g., paddles, six-bladed disk turbine, four-bladed disk turbine, vaned disk, propellers, and so on) and reactor geometry, \( d_p \) is the mean particle diameter, \( X \) is Ziwetering’s mass ratio percent (mass of solid/mass of liquid) \( \times 100, D \) is the impeller diameter, \( g \) is the gravitational acceleration constant, \( \nu \) is the kinematic viscosity, and \( \rho_s \) and \( \rho_L \) are the density of the continuous phase and crystals, respectively. The correlation is based on an assumption that the mixing energy required to suspend a particle equals the energy dissipated by the particle moving at its terminal velocity in a stagnant fluid. Furthermore, it was proposed by Harnby et al. and Baldi et al. that the eddies that will lift particles from the bottom must be on the order of the size of the particles. For the case of mixing tanks with a six-bladed disk turbine, an empirical correlation was presented by Nienow. However, the correlation proposed by Baldi et al. is not used as much as the Ziwetering correlation because it does not contain solids concentration and viscosity terms, which in general play a key role in describing the characteristics of a crystallizer. Lastly, the recent advances in the development of computational fluid dynamics have shed new light on the modeling of \( N_{Pl} \) in mechanically agitated vessels.

The stirrer speed required to maintain the system in a homogeneous suspension is relatively high so that it will induce the formation of crystal aggregates. Specifically, an aggregate forms when two crystals collide with each other, and the resulting aggregate remains stable if it overcomes repulsive forces such as the hydrodynamic force due to the turbulent flow and viscous fluid layers between the two particles. Additionally, only binary aggregation is of interest in this work, and for the purpose of simulation, we adopt an assumption employed in our previous work that the shape of the crystal aggregate remains identical with that of the bigger crystal after an aggregation event occurs. Particularly in the pharmaceutical industry, the aggregated crystal is desirable because it can accelerate the size enlargement process (i.e., typically this has been done through crystal growth only), which will, in turn, reduce the residence time required for crystals to grow to a desired crystal size. Through the aggregation process, many small crystal fines will be removed, and as a result, the production of crystals with a more uniform size distribution can be achieved, which will lead to uniform bio-availability of the crystal products.

In this work, we investigated the influences of varying the flow rates of the streams to the fines trap and the product classification unit and their cutoff sizes to the product concentration and size distribution of crystals inside the crystallizer, which will, in turn, affect the aggregation rate significantly. Therefore, an operating strategy that takes advantage of the aggregation process is proposed in order to achieve a high production rate and a low polydispersity (i.e., a narrow size distribution). Additionally, the shape distribution of the crystal aggregates is regulated to a desired value through a model predictive control (MPC) scheme.

The paper is organized as follows. Initially, a continuous crystallization process, involving a fines trap and a product classification unit, at a homogeneous suspension state is modeled through kinetic Monte Carlo (kMC) model methods in the way described in ref 11 using the rate equations originally developed by Durbin and Feher. Specifically, the kMC simulation is employed to compute the net crystal growth rate accounting for the dependence of the detachment rate on the surface microconfiguration. Furthermore, the evolution of the crystal shape, which is represented by the ratio between the heights in the direction of the (110) and (101) faces, is modeled through the kMC simulation. Lastly, the kMC simulation can be used to predict the crystal growth dynamics at the operating conditions where experimental data are not available. Because kMC models are not readily available in a closed form, a population balance model is presented and the method of moments is applied to derive a reduced-order ordinary differential equation (ODE) model. Then, the ODEs are used for the design of an MPC scheme used to regulate the average shape of the crystal population to a desired value.

### DESCRIPTION AND MODELING OF THE CRYSTALLIZATION PROCESS

**Process Description.** We consider a continuous crystallizer where a fines trap is used to increase the average volume of the crystals inside the crystallizer by removing small crystal fines through a dissolution process such as a heat exchanger. Additionally, a product classification unit is used to remove large crystals whose sizes are greater than the product cutoff size \( V_p \) through the product stream, while the small crystals are recycled back to the crystallizer to grow larger.

The configuration of the crystallizer used in this work is shown in Figure 1.

![Figure 1. MSMPR crystallizer with a fines trap and a product classifier.](image)

**Figure 1:** MSMPR crystallizer with a fines trap and a product classifier. \( T_s \) is the crystallizer temperature, \( T_i \) is the inflow temperature, \( T_j \) is the jacket temperature, \( Q \) is the flow rate of the inflow stream, and \( Q_p \) and \( Q_f \) are the flow rates of the streams to the product classifier and the fines trap, respectively.

The system parameters for the crystallizer considered in this work are taken from Smejkal et al. and are presented as follows: A three-bladed propeller is considered for this work; the inner crystallizer diameter is \( D_i = 0.12 \text{ m} \); the crystallizer filling height is \( H = 0.12 \text{ m} \); the impeller height from the bottom of the crystallizer (i.e., the clearance height) is \( C_h = 0.04 \text{ m} \), and the impeller diameter is \( D = 0.06 \text{ m} \). Therefore, \( T_d/D \) and \( T_d/C_h \) were 2 and 3, respectively, and these variables are used to compute the dimensionless constant \( S \) in eq 1.

**Crystal Nucleation and Growth.** Typically, secondary nucleation plays a key role when the stirrer speed is sufficiently high that it induces crystal attrition or abrasion because of collision with a crystallizer wall, with a propeller, or with other crystals. For example, Tait et al. presented that attrition is an
important source of secondary nuclei formation in lysozyme crystallization. However, for the purpose of modeling and simulation of the effect of the aggregation process on the production rate, the degree of the attrition process resulting from a relatively high stirrer speed is disregarded. For the same reason, secondary nucleation, which is typically attributed to the attrition process, is ignored, and only primary nucleation of hen-egg-white (HEW) lysozyme crystals is considered in this work. Furthermore, there is another supporting reason for not accounting for secondary nucleation in that the impeller Reynolds number computed in the following section amounts to $Re_{imp} = 8.0 \times 10^5$, and according to Harnby et al.,$^{22}$ it is appropriate to assume that the degree of crystal attrition is negligible when $Re_{imp} < 10^4$. Additionally, the nucleated crystals are assumed to be of infinitesimal size.$^{10,19,20}$ The nucleation rate at 4% (w/v) NaCl and pH 4.5, $B(\sigma)$, is taken from ref 21 and is of the form

$$B(\sigma) = \begin{cases} 0.041 \sigma + 0.063 & \text{for } \sigma \geq 3.11 \\ 8.0 \times 10^{-8} \exp(4.725\sigma) & \text{for } \sigma < 3.11 \end{cases} \quad (2)$$

with units #/cm$^3$ s. Although it does not look similar to a typical nucleation expression, this expression provides a valid nucleation rate. In this work, the relative supersaturation is defined as $\sigma = \ln(C/s)$ where C (mg/mL) is the current solute concentration in the continuous phase and the solubility $s$ (mg/mL) is given as follows:,$^{22,23}$

$$s(T) = 2.88 \times 10^{-2}T^3 - 1.65 \times 10^{-3}T^2 + 4.62 \times 10^{-2}T + 6.01 \times 10^{-1} \quad (3)$$

Although this solubility equation is not the standard van’t Hoff equation, it is taken from the literature$^{22,23}$ where the solubility data are validated through the experiments.

Once the size of a crystal nucleus exceeds a critical size limit, which is usually in the dimension of several tens of a nanometer, it starts to grow spontaneously through adsorption, migration, and desorption mechanisms. Empirical expressions have been widely used to simulate the crystal growth.\textsuperscript{24} However, in this work, the kMC simulations are used for more realistic modeling of a continuous crystallization process. Specifically, in this work, the solid-on-solid model is adopted to avoid voids and overhangs, resulting in the crystallization of very compact crystals. Reflecting that no finite size effect is observed,\textsuperscript{25} a square lattice model with 30 \times 30 lattice sites is employed along with periodic boundary conditions. Furthermore, we take into consideration the effect of additional factors such as pH values, NaCl concentrations, salt ions attached to the protein molecule, liquid impurities and buffer solution included in the crystals, and so on.$^{26-29}$ The lysozyme molecules considered in the kMC simulations are assumed to be transported instantaneously to the vicinity of the crystal surface, and thus we only focused on the attachment, detachment, and migration processes of the molecules near the surface. In order to simulate the crystal growth mechanism, the three rate equations of Table 1 are used in the kMC simulations.$^{12,25,30}$

In Table 1, $K_{ads}^i$ is the adsorption coefficient, $i$ is the number of nearest neighbors, $E_{pb}^i$ is the average binding energy per bond, and $\phi$ is the total binding energy when a molecule’s bonds are fully occupied by neighboring molecules (i.e., when $i = 4$). The nearest neighbors of a lattice site explicitly considered in this work are on the (N, S, E, W) directions, which are of the same

<table>
<thead>
<tr>
<th>Surface reaction</th>
<th>Rate equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>adsorption $r_{ads}$</td>
<td>$K_{ads}^i \exp(\sigma)$</td>
</tr>
<tr>
<td>desorption $r_{des}$</td>
<td>$K_{des}^i \exp(\phi/k_BT - (iE_{pb}/k_BT))$</td>
</tr>
<tr>
<td>migration $r_{mig}$</td>
<td>$K_{mig}^i \exp(\phi/k_BT - (i(E_{pb}/k_BT) + E_{pb}/2k_BT))$</td>
</tr>
</tbody>
</table>

height or higher compared to the current lattice site. A further description of this can be found in the previous work.$^{20}$

When a crystal will enter the fines trap or product classification unit is determined by its residence time. Thus, the effect of back-mixing in the crystallization process is reflected in the kMC simulations by applying the residence time distributions for both the fines trap and product classification units. Specifically, both the fines trap and product classification unit are assumed to follow an exponential residence time distribution.$^{31}$

$$\exp(-\tau_l/\bar{\tau}_l) = RN1$$

$$\exp(-\tau_p/\bar{\tau}_p) = RN2$$

where $\tau_l$ and $\tau_p$ are the residence times of a crystal until it enters the fines trap and product classification unit, respectively, and $\bar{\tau}_l$ and $\bar{\tau}_p$ are the mean residence times of the corresponding processes. Additionally, RN1 and RN2 are randomly generated numbers in the range of (0,1). As soon as a crystal is formed ($t = 0$), two residence times, $\tau_l$ and $\tau_p$, will be given to the crystal for the fines trap and product classification unit, respectively. When $t = \tau_l$ seconds, the crystal will enter the fines trap and will be either removed or recycled back to the crystallizer depending on its size. If the crystal survives, then it grows to a larger crystal and it enters the product classification unit when $t = \tau_p$ seconds. Similarly, the crystal will leave the crystallizer if it is greater than the cutoff size, while it will get a new residence time $\tau_p$ and will further stay in the crystallizer unless it is sufficiently large. The crystal will continue to grow, and it will be checked again at $t = \tau_p + \tau_p$. This process continues until the crystal reaches the product cutoff size.

One of the most widely used product classification units is the hydrocyclone, where a centrifugal force is generated by injecting the fluid tangentially into the device. Therefore, we can increase the product cutoff size as we decrease the centrifugal force generated by the device. Furthermore, the product cutoff size is determined by the characteristics of the inflow and the geometry of the hydrocyclone, and thus there is no constrained upper bound on the product cutoff size.

In general, if the mean residence time for the product classification unit, $\bar{\tau}_p$, increases, crystals will be checked less often than in the case with a smaller $\bar{\tau}_p$, and thus some crystals may leave the crystallizer with their sizes greater than the desired product cutoff size. As a result, the volume distribution of the crystals at the outlet of the crystallizer will be a broader distribution to the right. On the other hand, if $\bar{\tau}_p$ decreases, the production of crystals with a very narrow size distribution will be achieved.

**Balance Equations. Mass Balance.** The amount of the protein solute in the continuous phase is described by the following mass balance equation:

$$\frac{dC}{dt} = - \frac{\rho_i}{V_{SSMR}} \frac{dV_{cryst}}{dt} + C_{0} + \frac{\rho_i}{V_{SSMR}} \frac{dV_{fines}}{dt} - \frac{C}{\bar{\tau}_p} \frac{d}{dt}(\text{outgoing flow})$$

(4)

where $C$ is the protein solute concentration in the continuous phase, $C_{0}$ and $\tau$ are the solute concentration and residence time
of the fresh feed stream to the crystallizer, $V_{\text{MSMPR}}$ is the crystallizer volume, $V_{\text{crystal}}$ is the total volume of the crystals in the crystallizer, and $V_{\text{lin}}$ is the total volume of crystals dissolved through the fines trap. Furthermore, the first and third terms account for the amount of solute transported from the continuous phase to the crystal surface. The second and third terms represent the amount of solute added through the incoming flow from a fresh feed solution and from the fines trap, respectively. Then, the last term indicates the amount of solute removed from the continuous phase through the product stream from the crystallizer.

**Energy Balance.** The crystallizer temperature is primarily adjusted through heat transfer from the jacket temperature. Additionally, the temperature change due to the enthalpy of crystallization as well as heat transfer from the incoming flow/outflow is accounted for as follows:

$$
\frac{dT}{dt} = -\frac{\rho_c \Delta H_c}{\rho_c V_{\text{MSMPR}}} \frac{dV_{\text{crystal}}}{dt} - \frac{U_A}{\rho c_p V_{\text{MSMPR}}} (T - T_i) + \frac{T_{in} - T}{\tau} + \frac{\rho \rho_c \Delta H_c}{\rho c_p V_{\text{MSMPR}}} (T - T_f)
$$

where $T_{in}$ is the temperature of the incoming stream, $T$ and $T_f$ are the crystallizer and jacket temperatures, respectively, $\rho_c = 1400$ mg/cm$^3$, $\Delta H_c = -44.5$ kJ/kg is the enthalpy of the reaction, $\rho = (1000 + C)$ mg/cm$^3$, $c_p = 4.13$ kJ/K-kg is the specific heat capacity, $V_{\text{MSMPR}} = 1$ L is the volume of the crystallizer, $A_c = 0.25$ m$^2$ is the area of the crystallizer wall that is in contact with the jacket stream, and $U_c = 500$ kJ/m$^2$h-K is the crystallizer wall’s overall heat-transfer coefficient. For more details regarding the derivation of the balance equations above, please refer to refs 32 and 33 for the derivation of eqs 4 and 5.

**Stirrer Speed in the Crystallizer. Stirrer Speed Required for Complete Suspension $N_{p}$** In 1958, Zwietering$^4$ suggested eq 1 to predict the minimum impeller speed, $N_{p}$, required to achieve complete suspension. Additionally, $S$ values for five impeller types with different reactor geometries (e.g., $T_0/C_h$ and $T_0/\theta$) are presented in refs 4 and 6 through graphs from which the value of $S = 6.7$ was evaluated. If no power curve is available for a specific reactor/impeller geometry of interest, experimental work should be done to construct a specific power curve for this geometry. Additionally, for non-Newtonian fluids, the apparent viscosity is determined from viscometric data at an appropriate shear rate and used directly in the usual Newtonian power number correlation.$^6$ Lastly, the mass ratio percent $X = 0.6\%$ is computed by using the following expression:

$$
X = 100 \times \frac{M_s}{\rho_L V_{\text{MSMPR}} - M_s}
$$

where $M_s$ is the mass of the crystals.

As a result, $N_p = 4.87/s$ is obtained by using eq 1. Prior to computation of the power number $N_p$ at the complete suspension speed $N_{p} = 4.87/s$, we evaluated the impeller Reynolds number $Re_{\text{imp}}$ through the following expression:

$$
Re_{\text{imp}} = \frac{\rho \rho_c N_p D^2}{\mu}
$$

where $Re_{\text{imp}} = 8.0 \times 10^3$ was computed by implying that the system is fully turbulent and the corresponding $N_p = 0.25$ is read from a power curve.$^{34}$ Additionally, the power input $P$ required by a motor in order to maintain the crystallizer in the complete suspension state is calculated through the following equation:

$$
P = \frac{N \rho \rho_c N_p^3 D^5}{\mu}
$$

Then, the mean energy dissipation rate, $\bar{\epsilon}_p = 0.025$ W/kg, is obtained from the following expression$^7$ at the agitation speed $N_p$:

$$
\bar{\epsilon}_p = \frac{P}{\rho_L V_{\text{MSMPR}}}
$$

**Settling Velocity $V_s$.** When the drag force balances the buoyancy and gravitational force acting on the crystal in a stagnant fluid, the settling velocity, $V_s$, of a crystal will be achieved. In an agitated crystallizer, it is difficult to clearly quantify a particle settling velocity because of the complexity in the solid suspension system. However, the particle settling velocity of a crystal in the agitated crystallizer is always less than the settling velocity in a stagnant fluid.$^{35}$ To this end, in Newtonian fluids, the free settling velocity, $V_f$, is calculated by the following expression:

$$
V_f = \sqrt{ \frac{4 g d^2 (\rho_s - \rho_L)}{3 C_D \rho_L} }
$$

where the drag coefficient, $C_D$, is a function of the particle shape and the particle Reynolds number, $Re_p$, which is defined as follows:

$$
Re_p = \frac{\rho \rho_c V d_p}{\mu}
$$

The correlation for $C_D$ covers several hydrodynamic regimes.$^{36}$ In this work, it is assumed that the corresponding regime for this study is the Stokes’ law (laminar) regime, where $Re_p < 0.3$ and the correlating expression for $C_D$ is

$$
C_D = \frac{24}{Re_p}
$$

Note that using eqs 8–10 requires an iterative calculation because of the fact that the value of the particle Reynolds number determines the flow regime, which, in turn, determines which $C_D$ expressions to use. On the other hand, to evaluate the particle Reynolds number, one needs the value of $V_f$. After several iterations, $V_f = 1.9 \times 10^{-3}$ m/s is obtained at $Re_p = 0.11$ and $C_D = 204$, which verifies that the system is in the laminar regime.

**Agitation Speed for Homogeneous Suspension $N_{pp}$.** In work by Paul et al.,$^{36}$ it was shown that a higher energy input is required to advance from complete suspension to homogeneous suspension. Specifically, for particles with a free settling velocity $5 \times 10^{-4}$ m/s $< V_f < 3 \times 10^{-2}$ m/s, the power required to achieve homogeneous suspension is 2 times that required for complete suspension. As is shown by eq 7, the mean energy dissipation rate required to achieve homogeneous suspension is $\bar{\epsilon}_h = 2\bar{\epsilon}_p$ and thus it follows that

$$
\bar{\epsilon}_h = 2\bar{\epsilon}_p
$$

**Aggregation Rate.** We can compute the corresponding shear rate $G_{\text{shear}} = 147.5/s$ required to achieve homogeneous suspension for the crystallizer considered in this work at $\bar{\epsilon}_h = 0.05$ W/kg as follows:

\[ dx.doi.org/10.1021/ie5008163 ]
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We may also consider the maximum aggregation rate, which is determined by \( G_{\text{shear,max}} = 1201/\text{s} \) at \( \varepsilon_{\text{max}} = 72\varepsilon_{\text{ha}} = 3.61 \text{ W/kg} \). Further details regarding \( \varepsilon_{\text{max}} \) can be found in a previous work. Also, process parameters are presented in Table 2.

Table 2. Process Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g )</td>
<td>gravitational acceleration constant 9.8 m/s²</td>
</tr>
<tr>
<td>( \nu )</td>
<td>kinematic viscosity 2.3 \times 10⁻⁶ m²/s</td>
</tr>
<tr>
<td>( \mu )</td>
<td>dynamic viscosity 0.0024 kg/m·s</td>
</tr>
<tr>
<td>( V_{\text{MSMPR}} )</td>
<td>crystallizer volume 1 L</td>
</tr>
</tbody>
</table>

### POPULATION BALANCE EQUATION (PBE)

**PBE of the Crystal Volume Distribution.** The dynamic evolution of the crystal volume distribution in a continuous crystallizer with a fines trap and a product classification unit accounting for nucleation, crystal growth, and aggregation is described as follows:

\[
\frac{\partial n(V,t)}{\partial t} + G_{\text{vol}} \frac{\partial n(V,t)}{\partial V} = -\left( \frac{h(V-V_p)}{\tau_p} + \frac{1-h(V-V_f)}{\tau_f} \right) n(V,t) + \int_{V_p}^{V_f} \alpha_{\text{eff}} \beta(V-V_f) n(V',t) dV' - n(V,t) \int_{V_p}^{V_f} \alpha_{\text{eff}} \beta(V-V_f) n(V',t) dV' \tag{11}
\]

with the following boundary condition:

\[
n(0,t) = \frac{B(\sigma)}{G_{\text{vol}}}
\]

where \( V \) and \( V - V_f \) are the crystal volumes, \( t \) is the time, \( \alpha_{\text{eff}} \) is the aggregation efficiency, \( \beta(V-V_f) \) is the aggregation rate for the crystals whose volumes are \( V \) and \( V - V_f \), \( \tau_p \) and \( \tau_f \) are the residence times for the streams to the product classification unit and fines trap, respectively, \( n(V,t) \) is the number concentration of the crystals with volume \( V \) at time \( t \), \( B(\sigma) \) is the nucleation rate, and \( V_p \) and \( V_f \) represent the cutoff sizes for the product classification unit and fines trap, respectively. Then, a step function \( h(V) \) is introduced as follows:

\[
h(V) = \begin{cases} 1 & \text{for } V \geq 0 \\ 0 & \text{for } V < 0 \end{cases}
\]

Furthermore, the volumetric growth rate of crystals, \( G_{\text{vol}} \), is calculated as follows:

\[
G_{\text{vol}}(t) = M_0(t) \left( 2 \frac{d\langle h_{110} \rangle}{dt} \langle h_{110}(t) \rangle \langle h_{101}(t) \rangle \right) + \frac{d\langle h_{101} \rangle}{dt} \langle h_{110}(t) \rangle^2 + \frac{dM_0}{dt} (V(t)) \right) \tag{12}
\]

where \( \langle h_{110} \rangle \) and \( \langle h_{101} \rangle \) are the average crystal heights in the direction of the (110) and (101) faces, as described in Figure 2, respectively, and \( M_0 \) is the number of crystals inside the crystallizer. Those three variables are obtained from the kMC simulation accounting for the fact that, in practice, they are estimated by the online measurements available through the focused beam reflectance measurement (FBRM) and process vision and measurement (PVM) in an experimental system. To deal with the presence of intermittent measurements, the following moment models are used along with mass and energy balances to predict the dynamic evolution of the crystal volume and shape distributions during the period where the measurements are not available.

**Moment Models.** The computational cost of numerically solving eq 11 to obtain the crystal volume distribution is expensive and not immediately accessible in general because of the complexity of the PBE. To handle this issue, a reduced-order model is derived by applying the method of moments to eq 11. We define a \( j \)th moment as follows:

\[
M_j = \int_0^\infty V^n(V,t) dV \tag{13}
\]

The following three moments and the balance equations are used to estimate the dominant behavior of the continuous crystallization process. For the derivation of the moment model, the reader may refer to refs 10 and 15.

**Zeroth Moment.** The dynamic evolution of the number of crystals is given by:

\[
\frac{dM_0}{dt} = B(\sigma) - \int_{V_p}^{V_f} n(V,t) \frac{dV}{\tau_p} - \int_0^{V_f} n(V,t) \frac{dV}{\tau_f} - \alpha_{\text{eff}} (M_0 M_1 + 3 M_1 (M_2/3)) \tag{14}
\]

where \( B(\sigma) \) is from eq 11. The first integral term represents the number of crystal products larger than the cutoff size of the product classification unit, and the second integral term represents the number of small crystal fines removed through the fines trap. Both integral terms can be calculated from the online measurement, where the mean and standard deviation of the size and shape distributions are available. The last term corresponds to the decrease in the number of crystals due to the formation of aggregates, where \( \alpha_{\text{eff}} \) is a constant collision efficiency and \( M_1/3 \) and \( M_{2/3} \) are fractional moments.

**First Moment.** The dynamic evolution of the entire crystal volume is given by:

\[
\frac{dM_1}{dt} = G_{\text{vol}} M_0 - \int_{V_p}^{V_f} V^n(V,t) \frac{dV}{\tau_p} - \int_0^{V_f} V^n(V,t) \frac{dV}{\tau_f} \tag{15}
\]

**Second Moment.** The dynamic evolution of the crystal volume square of the entire population is given by...
The fines trap and product classification unit terms in the moment equations above can be numerically integrated because the online measurements of the mean and standard deviation of the crystal volume distribution are assumed to be available as discussed above.15

\[
\begin{align*}
\frac{dM_1}{dt} &= 2G_{v0}M_1 - \int_{V_p}^{\infty} V^2 n(V, t) \frac{dV}{\tau_P} \\
- &\int_0^{V_i} V^2 \frac{n(V, t)}{\tau_j} dV + 2\alpha_{ef} (M_1M_2 + 3M_{4/3}M_{5/3}) \\
\end{align*}
\]

The fines trap and product classification unit terms in the moment equations above can be numerically integrated because the online measurements of the mean and standard deviation of the crystal volume distribution are assumed to be available as discussed above.15

\[
\begin{align*}
\frac{dM_2}{dt} &= 2G_{v0}M_1 - \int_{V_p}^{\infty} V^2 n(V, t) \frac{dV}{\tau_P} \\
- &\int_0^{V_i} V^2 \frac{n(V, t)}{\tau_j} dV + 2\alpha_{ef} (M_1M_2 + 3M_{4/3}M_{5/3}) \\
\end{align*}
\]

**OPEN-LOOP SIMULATION RESULTS**

In this work, the kMC simulation is used to model a continuous crystallization process with a fines trap and a product classification unit. The stirrer speed required to achieve homogeneous suspension will result in the formation of aggregates, and thus it will affect the size and shape distributions of the crystals produced from the system.

The crystal growth rates from the open-loop simulations are calibrated with literature data,25,37 and as a result, a set of values is chosen as follows: \((\phi/k_{b0}E_{pb}/k_{b0})_{110} = (1077.26K,227.10K)\), \((\phi/k_{b0}E_{pb}/k_{b0})_{101} = (800.66K,241.65K)\), and \(k_{b0} = 0.211/s\). Furthermore, the moment models are used in the MPC scheme presented below in order to estimate the average shape of the crystal population with time. The accuracy of the moment models was verified through a comparison of the results with that obtained from the kMC simulations.10,15

\[
\begin{align*}
\frac{dM_0}{dt} &= G_{v0}M_0 - \int_{V_p}^{\infty} V n(V, t) \frac{dV}{\tau_P} \\
- &\int_0^{V_i} V n(V, t) \frac{dV}{\tau_j} \\
\end{align*}
\]

\[
\begin{align*}
\frac{dM_1}{dt} &= G_{v0}M_0 - \int_{V_p}^{\infty} V n(V, t) \frac{dV}{\tau_P} \\
- &\int_0^{V_i} V n(V, t) \frac{dV}{\tau_j} \\
\end{align*}
\]

\[
\begin{align*}
\frac{dM_2}{dt} &= 2G_{v0}M_1 - \int_{V_p}^{\infty} V^2 n(V, t) \frac{dV}{\tau_P} \\
- &\int_0^{V_i} V^2 \frac{n(V, t)}{\tau_j} dV + 2\alpha_{ef} (M_1M_2 + 3M_{4/3}M_{5/3}) \\
\end{align*}
\]

\[
\begin{align*}
\frac{dC}{dt} &= -\frac{\rho_c}{V_{MSMPR}} \frac{dM_1}{dt} + C_0 + \frac{\rho_c}{V_{MSMPR}} \frac{d}{dt} \left( \int_0^{V_i} V n(V, t) \frac{dV}{\tau_j} - \frac{C}{\tau} \right) \\
\frac{dT}{dt} &= -\frac{\rho_c}{\rho C_p V_{MSMPR}} \frac{dM_1}{dt} - \frac{UA_c}{\rho C_p V_{MSMPR}} (T - T_i) + \frac{T_{in} - T_i}{\tau} \\
\frac{d(h)}{dt} &= G_i(\sigma) - B(\sigma) \frac{V_{MSMPR} (h(t))}{M_0(t)} \\
\langle \alpha(t) \rangle &\approx \frac{\langle h_{110}(t) \rangle}{\langle h_{101}(t) \rangle} \\
\sigma &= \ln(C/s) \\
i &= 1, 2, ..., p \quad \text{and} \quad j \in \{110, 101\}
\end{align*}
\]

where the prediction horizon is set as \(p = 10\), \(T_{ip}\) is the jacket temperature at the time of the ith prediction step, and \(t_i = t + i\Delta\). A set of new measurements are obtained at each sampling time, and subsequently a set of optimal jacket temperatures \(\{T_{10}, T_{20}, ..., T_{10p}\}\) is obtained by solving eq 17. Then, the first
value for the jacket temperature $T_{j1}$ is applied to the crystallizer over the next sampling time. Furthermore, the interested reader may refer to refs 38 and 39 for further results regarding the design of robust control systems for crystallization processes.

### CONTINUOUS CRYSTALLIZATION UNDER CLOSED-LOOP OPERATION

We used eq 3, which is only valid over the temperature range of 4−25 °C, to compute the solubility. As a result, the growth rate ratio $G_{\text{new}}(\sigma)/G_{\text{old}}(\sigma)$ varies from 0.7 to 1.12. If the solubility equation is available for a higher temperature level, we can apply the kMC methodology to obtain a broader range for the growth rate ratio. Within this range, two set-point values, $\langle \alpha \rangle = 1.11$ and 0.88, are chosen in which the former favors high supersaturation levels and the latter favors low supersaturation levels. Such a behavior that the crystal growth in a particular direction is favored by the supersaturation level is also verified through experiments by Durbin and Feher, where they presented the relative growth rate between the (110) and (101) faces of the lysozyme crystals as a function of the supersaturation level. As discussed previously in this manuscript, conventional continuous crystallizers have usually been operated at large residence times and low supersaturation levels (i.e., metastable regime) to obtain large crystals and keep the nucleation rate low. Thus, this operating strategy results in a very low production rate. In order to achieve a high production rate at a low supersaturation level (i.e., metastable regime) and efficiently suppress a large number of crystals nucleated at a high supersaturation level (i.e., labile regime), we propose in this work an operating strategy taking advantage of the aggregation process through which we can accelerate the crystal growth and so the production rate.

However, direct manipulation of the stirrer speed in order to increase the aggregation rate during the operation is not desirable in practice because it may cause the crystallizer to move away from its steady state. Instead, we can indirectly control the aggregation rate by regulating the number concentration and size distribution of crystals inside the crystallizer because both variables affect the aggregation rate significantly. Specifically, we studied the influence of varying the flow rates of the streams to the fines trap and product classification unit and the crystal cutoff sizes of those two processes. First, the flow rate of the stream to the fines trap is varied, as shown in Figures 3−6. When the residence time of the stream to the fines trap is decreased from $\tau_{f} = 180$ to 72 s (i.e., the flow rate of the stream to the fines trap is increased), more small crystal fines are removed through the fines trap, thereby reducing the formation of aggregates (i.e., due to low number concentration), and thus the production rate is decreased by 31% from $2.5 \times 10^{-5}$ to $1.8 \times 10^{-5}$ cm$^{3}$/s (cf. Figure 5). For the simulation results of $\tau_{f} = 72$ s, fewer crystal aggregates are formed while more small crystal fines are removed through the fines trap and, as a consequence, the average crystal size is increased (cf. Figure 6). On the other hand, if the residence time of the stream to the fines trap is increased from $\tau_{f} = 180$ to 1800 s (i.e., the flow rate of the stream to the fines trap is decreased), more small crystals will stay in the crystallizer because the rate of the crystals removed through the fines trap is decreased. Furthermore, the high number concentration of the small crystal fines will promote the aggregation process so that more aggregates will be formed (cf. Figure 4). As a result, the production rate is increased by 150% from $1.0 \times 10^{-8}$ to 2.5 $\times 10^{-8}$ cm$^{3}$/s. However, the average crystal size is decreased because the rate of accumulation of small crystals is slightly higher than the rate of formation of aggregates (cf. Figure 6).

As shown in Table 3, increasing the residence time of the stream to the fines trap will increase the production rate because it will enforce small crystals to stay longer in the crystallizer and they will grow to a desired crystal size through aggregation and/or crystal growth. Therefore, we can achieve a higher production rate with fewer crystals with a desired size. Furthermore, the fines trap is needed to remove small crystal fines, so we suggest to use $\tau_{f} = 1800$ s, which will result in the result very close to that of not using fines trap at all.

Additionally, it is shown in Figures 7 and 8 that using a product classifier unit with a greater cutoff size will cause the crystallizer to achieve a higher production rate. Specifically, when the cutoff size of the product classifier unit is increased from $V_{p} = 6.4 \times 10^{4}$ to $5.1 \times 10^{5}$ m$^{3}$, crystals stay in the crystallizer longer and more crystals are aggregated. As a result, the production rate is increased by 150% from $1.0 \times 10^{-8}$ to 2.5 $\times 10^{-8}$ cm$^{3}$/s.

---

Figure 3. Dynamic evolution of the crystal number concentration ($M_{0}$) with time for varying the flow rate of the stream to the fines trap ($\tau_{f} = 72, 180$, and 1800 s) under MPC for the desired set-point value, $\langle \alpha \rangle = 0.88$. The set point is changed to $\langle \alpha \rangle = 1.11$ after $t = 10$ h. The profiles are obtained by averaging 10 independent kMC simulations. The system parameters used in the simulations are as follows: $\tau_{p} = 180$ s, $V_{f} = 8 \mu$m$^{3}$, and $V_{p} = 5.12 \times 10^{5}$ m$^{3}$.

Figure 4. Dynamic evolution of the number of aggregation events taking place for varying the flow rate of the stream to the fines trap ($\tau_{f} = 72, 180$, and 1800 s) under MPC for the desired set-point value, $\langle \alpha \rangle = 0.88$. The set point is changed to $\langle \alpha \rangle = 1.11$ after $t = 10$ h. The profiles are obtained by averaging 10 independent kMC simulations. The system parameters used in the simulations are as follows: $\tau_{p} = 180$ s, $V_{f} = 8 \mu$m$^{3}$, and $V_{p} = 5.12 \times 10^{5}$ m$^{3}$.
The system parameters used in the simulations are as follows: \( \tau = 10 \) h. The system parameters used in the simulations are as follows: \( \tau = 180 \) s, \( V_f = 8 \) \( \mu\text{m}^3 \), and \( V_p = 5.12 \times 10^5 \) \( \mu\text{m}^3 \).

Table 3. Comparison of the Production Rates under Four Different Residence Times of the Stream to the Fines Trap after \( t = 15 \) h When the System Is at Steady State for the Set Point of \( \langle \alpha \rangle = 1.11 \)

<table>
<thead>
<tr>
<th>residence time, ( \tau_r ) (s)</th>
<th>72</th>
<th>180</th>
<th>1800</th>
<th>( \infty )</th>
</tr>
</thead>
<tbody>
<tr>
<td>production rate (cm(^3)/s)</td>
<td>( 1.8 \times 10^{-5} )</td>
<td>( 2.5 \times 10^{-5} )</td>
<td>( 2.9 \times 10^{-5} )</td>
<td>( 3.1 \times 10^{-5} )</td>
</tr>
</tbody>
</table>

Also, \( \tau_r = \infty \) implies the system without a fines trap process. The system parameters used in the simulations are as follows: \( \tau_r = 180 \) s, \( V_f = 8 \) \( \mu\text{m}^3 \), and \( V_p = 5.12 \times 10^5 \) \( \mu\text{m}^3 \).

\( \times 10^{-5} \) cm\(^3\)/s. In Figure 9, the average crystal size is increased because of the formation of a number of crystal aggregates. Furthermore, increasing the flow rate of the product classifier will help the crystallizer to produce crystals with a narrower size distribution. From Figure 10, it is apparent that crystals with a very narrow size distribution are produced via implementation of the product classification unit with \( V_p = 5.12 \times 10^5 \) \( \mu\text{m}^3 \). As shown in Table 4, increasing the cutoff size of the product classification unit will increase the production rate because, for the same reason as before, it will essentially increase the residence time of small crystals, and those crystals will eventually leave the crystallizer with a desired size (i.e., a desired crystal volume).

Because a high supersaturation level is favored for the set point of \( \langle \alpha \rangle = 1.11 \), the resulting high nucleation rate will increase the rate of accumulation of small crystals. Consequently, when the residence time of the stream to the fines trap is increased from \( \tau_r = 72 \) to 1800 s, the average crystal size is decreased with a minor fluctuation. On the contrary, when a lower set-point value is desired, the nucleation rate is low, and as a result, the rate of accumulation of small crystals is sometimes lower and other times higher than the rate of formation of aggregates and thus shows a significant fluctuation, as shown in Figure 6.

The performance of the proposed MPC is presented in Figures 6–13. In Figure 11, the crystallizer temperature is...
simulations are as follows: the system parameters used in the simulations are as follows: \( \tau_f = 180 \text{s} \) and \( \alpha = 0.88 \). The set point is changed to \( \alpha = 1.11 \) after \( t = 10 \text{h} \). The profiles are obtained by averaging 10 independent kMC simulations. The system parameters used in the simulations are as follows: \( \tau_i = \tau_p = 180 \text{ s} \), \( V_f = 8 \mu\text{m}^3 \), and \( V_p = 5.12 \times 10^5 \mu\text{m}^3 \).

\[
\langle \alpha \rangle = 0.88 \text{ to } 1.11. \text{ As a consequence, the crystallizer temperature is decreased to } T = 15.0 \, ^\circ\text{C}, \text{ which is the optimal temperature for the new set point, } \langle \alpha \rangle = 1.11. \text{ As presented in Figures 12 and 13, the proposed MPC was able to regulate the average shape of the crystal population to a desired value by appropriately handling the set-point change during the steady-state operation, the mismatch of moment models, and the uncertainty in the measurements. Additionally, when the residence time for the feed to the crystallizer is greater than 2 h, the solute concentration level drops more significantly owing to the production of larger crystals. Moreover, the response time of the system required to reach the steady state corresponding to the set point of \( \langle \alpha \rangle = 0.88 \) is reduced because the aggregation process accelerates the crystal growth by merging two crystals into one larger aggregate. Specifically, it is indicated in Figures 4 and 12 that the system reaches its steady state earlier when there are more aggregates formed. In conclusion, the aggregation process along with the product classification unit and fines trap helped to achieve a}

Table 4. Comparison of the Production Rates under Three Different Cut-Off Sizes for the Product Classification Unit after \( t = 15 \text{h} \) When the System Is at Steady State for the Set Point of \( \langle \alpha \rangle = 1.11 \)\(^4\)

<table>
<thead>
<tr>
<th>cut-off size, ( V_p (\mu\text{m}^3) )</th>
<th>0</th>
<th>( 6.4 \times 10^4 )</th>
<th>( 5.1 \times 10^5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>production rate (cm(^3)/s)</td>
<td>( 7.0 \times 10^{-8} )</td>
<td>( 1.0 \times 10^{-7} )</td>
<td>( 2.5 \times 10^{-5} )</td>
</tr>
</tbody>
</table>

\(^4\)Also, \( V_p = 0 \) implies a system without a product classification unit. The system parameters used in the simulations are as follows: \( \tau_i = \tau_p = 180 \text{ s and } V_f = 8\mu\text{m}^3 \).

increased to the optimal value \( T = 23.6 \, ^\circ\text{C} \) and remains constant. The difference between the crystallizer and jacket temperatures at a steady state can be further reduced by using a material with a higher overall heat-transfer coefficient so that the higher heat-transfer rate is available and by setting the inflow temperature closer to the optimal temperature. Furthermore, we note that varying \( \tau_f \) and \( \tau_p \) does not affect the steady-state temperature (cf. eq 4). Furthermore, after \( t = 10 \text{ h} \), in order to test the performance of the system in response to set-point change, the desired crystal shape is changed from

Figure 9. Dynamic evolution of the average crystal height in the direction of the (110) face for varying the cutoff size for the product classification unit \( (V_p = 6.4 \times 10^4 \text{ and } 5.12 \times 10^5 \mu\text{m}^3) \) under MPC for the desired set-point value, \( \langle \alpha \rangle = 0.88 \). The set point is changed to \( \langle \alpha \rangle = 1.11 \) after \( t = 10 \text{h} \). The profiles are obtained by averaging 10 independent kMC simulations. The system parameters used in the simulations are as follows: \( \tau_f = \tau_p = 180 \text{ s} \) and \( V_f = 8 \mu\text{m}^3 \).

Figure 10. Normalized crystal volume distribution obtained from the closed-loop kMC simulations with and without a product classification unit under MPC at \( t = 19 \text{h} \). The system parameters used in the simulations are as follows: \( \tau_f = \tau_p = 180 \text{ s} \), \( V_f = 8 \mu\text{m}^3 \), and \( V_p = 5.12 \times 10^5 \mu\text{m}^3 \).

Figure 11. Dynamic evolution of the crystallizer temperature \( (T) \) and jacket temperature \( (T_j) \) with time under MPC for the desired set-point value, \( \langle \alpha \rangle = 0.88 \). The set point is changed to \( \langle \alpha \rangle = 1.11 \) after \( t = 10 \text{h} \). The profiles are obtained by averaging 10 independent kMC simulations. The system parameters used in the simulations are as follows: \( \tau_i = \tau_p = 180 \text{ s} \), \( V_f = 8 \mu\text{m}^3 \), and \( V_p = 5.12 \times 10^5 \mu\text{m}^3 \).

Figure 12. Dynamic evolution of the average shape \( \langle \alpha \rangle \) of the entire crystal population with time for varying the flow rate of the stream to the fines trap \( (\tau_f = 72, 180, \text{ and } 1800 \text{ s}) \) under MPC for the desired set-point value, \( \langle \alpha \rangle = 0.88 \). The set point is changed to \( \langle \alpha \rangle = 1.11 \) after \( t = 10 \text{h} \). The profiles are obtained by averaging 10 independent kMC simulations. The system parameters used in the simulations are as follows: \( \tau_f = 180 \text{ s} \), \( V_f = 8 \mu\text{m}^3 \), and \( V_p = 5.12 \times 10^5 \mu\text{m}^3 \).

crystal population with a higher production rate and to reduce the response time required for the system to move from one steady state to another. In this work, we proposed a way to take advantage of the formation of aggregates through implementation of the product classification process and fines trap. As a result, the production of crystals with a high production rate as well as a low polydispersity is achieved. Furthermore, the proposed MPC scheme can successfully drive the average shape of the crystal population to desired shape distributions, suppressing the effect of disturbances. The control action can be more aggressive by using a higher actuator limit on the manipulated input (i.e., jacket temperature), which will, in turn, result in a better controller performance.

CONCLUSIONS

In this work, the minimum stirrer speed required to maintain the crystals in a homogeneous suspension resulted in the formation of aggregates, and a fines trap and a product classification unit were implemented to indirectly control the degree of formation of crystal aggregation. To this end, we first modeled the fines trap and product classification unit as well as the nucleation, crystal growth, and aggregation in a continuous crystallization process through kMC simulations. Furthermore, the performance in terms of regulating the degree of the aggregation process was studied by varying the flow rate of the stream to the fines trap and using different cutoff sizes for the product classification unit. Specifically, the production rate is increased by 61% from 1.8 × 10⁻⁵ to 2.9 × 10⁻⁵ cm³/s when the residence time of the stream to the fines trap is increased, from τ₂ = 72 to 1800 s, and the production is increased by 150%, from 1.0 × 10⁻⁵ to 2.5 × 10⁻⁵ cm³/s, when the cutoff size of the product classifier unit is increased from Vₚ = 6.4 × 10⁴ to 5.1 × 10⁵ µm³. Additionally, moment models were derived to approximate the evolution of the crystal volume distribution with time in the continuous crystallization process, and they were used in order to design an MPC.

As a result, a very narrow size distribution was obtained at the steady state because of implementation of the product classifier. Furthermore, the average shape of the crystal population was successfully regulated to a desired distribution by a proposed MPC through manipulation of the jacket temperature. By using a low flow rate to the fines trap (i.e., high τ₁), which will, in turn, promote the formation of aggregates, the response time of the system toward the desired crystal shape set point is reduced and the crystal production rate is increased. Moreover, using a material with a high overall heat-transfer coefficient for the crystallizer wall and a higher actuator limit will allow for the jacket temperature to take a more prompt action and reach its optimal value faster.
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