Computational study of particle in-flight behavior in the HVOF thermal spray process
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Abstract

A computational framework is developed for the multiphase flow in a high velocity oxygen-fuel (HVOF) thermal spray coating process with steel powders as the feedstock. The numerical model includes continuum-type differential equations that describe the evolution of gas dynamics and multi-dimensional tracking of particle trajectories and temperature histories in the turbulent reacting flow field. The numerical study shows that the particle temperature is strongly affected by the injection position while the particle velocity is less dependent on this parameter. Moreover, both particle velocity and temperature at impact are strongly dependent on particle size, although the spatial variation of these two variables on the substrate is minimal. It is also found that not all the particles are deposited on the substrate perpendicularly (even if the spray angle is 90°), due to substantial radial fluid velocities near the stagnation point. A statistical distribution of particle velocity, temperature, impinging angle and position on the substrate as well as particle residence time is obtained in this work through independent random tracking of numerous particles by accounting for the distributed nature of particle size in the feedstock and injection position as well as the fluctuations in the turbulent gas flow.
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1. Introduction

The high-velocity oxygen fuel (HVOF) thermal spray is a particulate deposition process in which micro-size particles of metals, alloys or cermets are propelled and heated in a sonic/supersonic combusting gas stream and are deposited on a substrate at high speeds to form a thin layer of lamellar coating. The coatings prepared by HVOF thermal spray process have been widely used in the automotive, aerospace and chemical industries. Representative examples include WC/Co-based wear resistant coatings for drilling tools, YSZ-based thermal barrier coatings for turbine blades, and Ni-based corrosion resistant coatings for chemical reactors. The HVOF thermal spray process is characterized by very high gas and particle velocities and relatively low gas and particle temperatures, as compared to plasma spray processes. The high particle velocity helps to achieve a high particle flattening ratio at the point of impact on the substrate and to densify the coating. The short residence time in the relatively low temperature gas flame makes the powder particles highly plastic and superheating or vaporization is prevented (Cheng et al., 2003).

It has been shown that the physical and mechanical properties of the HVOF sprayed coatings are directly related to the coating microstructure, which, in turn, depends to a large extent on the physical and chemical states of particles at the point of impact on the substrate (Li et al., 2004a). In order to improve the operation of the HVOF thermal spray process, much experimental work has been done in the last decade to study the effect of operating parameters including gun type, fuel type, feedstock type and size, combustion pressure, fuel/oxygen ratio and spray distance on the particle temperature, velocity, melting ratio, oxidant content and the resulting coating microstructure, porosity, hardness, wear abrasion and corrosion resistance (e.g., de Villiers Lovelock et al., 1998; Gil and Staia, 2002;
Gourlaouen et al., 2000; Hanson et al., 2002; Hanson and Settles, 2003; Hearley et al., 2000; Khor et al., 2004; Legoux et al., 2002; Lih et al., 2000; Lugscheider et al., 1998; Marple et al., 2001; Planche et al., 2002; Qiao et al., 2003; Suegama et al., 2005; Swank et al., 1994a,b; Wirojanupatump et al., 2001; Zhao et al., 2004). Because of the inherent complexity of the process, a fundamental understanding of the physicochemical phenomena involved in the HVOF thermal spray process generally requires comprehensive numerical models including computational fluid dynamic (CFD) models (e.g., Chang and Moore, 1995; Cheng et al., 2001a,b; Dolatabadi et al., 2003; Gu et al., 2001; Hassan et al., 1998; Kamnis and Gu, 2006; Li and Christofides, 2005; Lopez et al., 1998; Oberkampf and Tapp, 1996; Power et al., 1991; Yang and Eidelman, 1996).

With the aid of numerical modeling, we might obtain an in-depth understanding of the momentum and heat transfer mechanisms and enhance the performance of thermal spray operation through model-based optimization and control (Chiu and Christofides, 1999; Christofides, 2002).

In a series of previous works, we developed both simplified one-dimensional models (Li and Christofides, 2003; Li et al., 2004a) and a comprehensive CFD model (Li and Christofides, 2005) for the gas dynamics and particle in-flight behavior in the HVOF thermal spray process. These models were integrated into a multi-scale computational framework with a rule-based simulator that predicts the stochastic evolution of coating microstructure (Shi et al., 2004). Based on a comprehensive control-relevant parametric analysis, a feedback control system was developed to control the particle velocity and temperature through the chamber pressure and fuel/oxygen ratio (Li and Christofides, 2004). A modified control system that aims to adjust the particle velocity, temperature and melting degree through direct manipulation of the mass flow rate of fuel and oxygen was also proposed (Li et al., 2004b, 2005). Subsequently, a model-based control scheme that incorporates the estimation of particle properties through the gas phase measurement and particle dynamics was also developed (Li et al., 2004b).

Despite the above computational work and the existing two- or three-dimensional CFD modeling of the gas dynamics in the literature, the particle in-flight behavior is generally based on the centerline of the thermal spray gun and solved by one-dimensional deterministic momentum and heat transfer equations (see, for example, Cheng et al., 2001a; Dolatabadi et al., 2003; Li and Christofides, 2005). However, since the fluid phase is highly turbulent, the particles might be affected by the instantaneous fluctuation in the gas flame. Particles following different trajectories might also experience different heat transfer rates due to the temperature gradient in the gas field. Moreover, as the impinging jet approaches the substrate, the gas velocity in the axial direction decays to zero and the radial velocity becomes substantial near the stagnation point. The objective of this paper is to provide a more realistic description of the particle dynamics through a multi-dimensional random tracking model which explicitly accounts for the distributed nature of particle size in the feedstock and injection position as well as the fluctuations in the turbulent gas flow.

2. Model description

2.1. Torch design

Fig. 1 shows a schematic diagram of the HVOF torch. The fuel gas (e.g., propylene or hydrogen) reacts with oxygen to produce high temperature combustion gases and a high pressure is maintained in the combustion chamber (the convergent section of the torch). The thermal energy in the gas phase is partially converted to kinetic energy through a convergent–divergent nozzle. With a carefully designed nozzle configuration, the maximum gas velocity can be up to 2000 m/s, with a Mach number around 2 at the exit of the nozzle. The torch body is cooled by air in the convergent section and by water in the divergent section. As the powder particles are injected at the central inlet nozzle using nitrogen as the carrier gas, rapid gas–solid momentum and heat transfer lead to acceleration and heating of the particles. Within several milliseconds, the highly softened powder particles hit the substrate with high velocities and deform as flakes. A lamellar coating structure is formed on the substrate as a result of discrete particle deformation and solidification.

2.2. Gas dynamics

The HVOF thermal spray is a multiphase flow process in which the gas dynamics and particle dynamics are coupled with each other. However, because the particle loading in the HVOF thermal spray process is typically less than 4%, the assumption of one-way coupling is usually made (e.g., Li and Christofides, 2005; Yang and Eidelman, 1996). With this assumption the existence of particles has a minimal influence on the gas dynamics, while the particle velocity and temperature can be determined based on the two-phase momentum and heat transfer equations. The governing equations used to describe the thermal spray process are the conservation of mass, momentum, energy, species transport, turbulent kinetic energy and dissipation rate (see Li and Christofides, 2005). Since the direct numerical solution of the instantaneous conservation equations for such a highly turbulent compressible flow is very time consuming, the ensemble-averaged conservation equations might be used so that the small-scale turbulent fluctuations do not need to be directly solved. To convert the Navier–Stokes equations into the ensemble-averaged form, the Boussinesq hypothesis (Hinze, 1975) is usually made to represent the Reynolds stresses (with fluctuation terms) with the mean velocity gradients (without fluctuation terms). However, when the particle dynamics is solved, random fluctuations will be purposely added to the mean fluid field to obtain a more realistic description of the stochastic particle in-flight behavior.

Regarding the combustion chemistry, we note that as the temperature increases above 2000 K, combustion products will dissociate into a number of species with low molecular weight (Cheng et al., 2003, 2001b). Therefore, species with small molecular weight such as CO, OH and H₂ etc. should be included in the combustion products, especially when propylene
To accurately model the combustion process with reasonable computational effort, single or multi-step reduced reaction chemistry models might be used (Chang and Moore, 1995; Dolatabadi et al., 2003; Gu et al., 2001; Li and Christofides, 2005; Lopez et al., 1998; Power et al., 1991). In previous studies, different assumptions were made regarding the reaction rate, including: (i) infinitely fast reaction rate (e.g., Cheng et al., 2001a,b; Oberkampf and Talpalliak, 1996; Yang and Eidelman, 1996); (ii) finite reaction rate in Arrhenius form (e.g., Gu et al., 2001; Hassan et al., 1998; Lopez et al., 1998); (iii) finite reaction rate limited by turbulent mixing (e.g., Dolatabadi et al., 2003; Kamnis and Gu, 2006; Li and Christofides, 2005; Power et al., 1991). In this work, we use the eddy-dissipation model, which assumes that the reaction rate is limited by the turbulent mixing rate of fuel and oxidant, or the reaction is instantaneous as the reactants are mixed together. In many practical situations like the HVOF thermal spray process, the eddy-dissipation model describes the limiting rate and thus a knowledge of accurate Arrhenius rate data is not needed (Dolatabadi et al., 2003). Based on the fact that the gas residence time in the combustion chamber (convergent section of the nozzle) is much longer than the subsequent sections, it is assumed that most of the reaction occurs in the chamber and the reaction moves forward following an equilibrium chemistry model. It is also assumed that all the oxygen coming from the air might participate in the reaction (see also Gourlaouen et al., 2000; Li and Christofides, 2005; Li et al., 2004a; Power et al., 1991). Assuming that the air is composed of oxygen and nitrogen only, the reaction considered in this paper is of the following form:

$$\varphi C_3H_6 + 4.5O_2 \Rightarrow \varepsilon_1 CO + \varepsilon_2 CO_2 + \varepsilon_3 H$$

$$+ \varepsilon_4 H_2 + \varepsilon_5 H_2O + \varepsilon_6 O + \varepsilon_7 OH + \varepsilon_8 O_2,$$

where $\varphi$ is the equivalence ratio, or the actual fuel/oxygen ratio divided by its stoichiometric value.

However, it is worth noting that the fraction of each species in the combustion gas mixture depends on the combustion pressure, which is unknown before the CFD simulation starts. An approach developed in (Li and Christofides, 2005) is used to determine the chamber pressure. Specifically, we use first a one-dimensional model (Li et al., 2004a) to calculate the combustion pressure based on the flow rate of each gas stream at the entrance of the HVOF torch, and then solve the stoichiometric coefficient involved in Eq. (1) using a chemical equilibrium code with the combustion pressure equal to the partial pressure of oxygen and propylene (Gordon and McBride, 1994). In this way, the pressure obtained by the one-dimensional model is similar to the pressure calculated by CFD simulation, and the amount of trial and error can be significantly reduced.

2.3. Particle dynamics

As we mentioned above, due to the very low particle loading, the coupling between the gas phase and the particulate phase is one-way. Therefore, the particle dynamics can be solved after the gas thermal and flow fields are determined. In the particle model development, it is reasonable to assume that the particle coagulation is negligible and the powder size distribution does not change during flight. Also, for typical HVOF thermal spray conditions, the major force acting on a particle is the drag force, and other forces, such as the basset history term, gravitational force and forces caused by pressure gradient and added mass etc., can be neglected (Pawlowski, 1995; Power et al., 1991). Finally, it is assumed that the particles are heated with negligible internal resistance and the internal particle temperature gradients can be ignored due to the small Biot number (ratio of heat transfer coefficient on the boundary to the internal heat conductance) of good heat-conducting particles such as the steel powders considered in the present work. As a result, the equations describing the momentum and heat transfer between a single particle and the fluid take...
the form:

\[ \frac{\text{d} v_p}{\text{d} t} = \frac{1}{2} C_D \rho_g A_p (v_g - v_p) |v_g - v_p|, \]

\[ \frac{\text{d} x_p}{\text{d} t} = v_p, \]

\[ m_p c_p \frac{\text{d} T_p}{\text{d} t} = h A_p' (T_g - T_p) + \varepsilon \sigma A_p' (T_g^4 - T_p^4), \]

where \( m_p, v_p, T_p, d_p, x_p \) and \( c_{pp} \) are the mass, velocity, temperature, diameter, position and heat capacity of the particle, respectively. \( A_p \) is the projected area of the particle on the plane perpendicular to the flow direction. \( A_p' \) is the surface area of the particle. \( v_g, T_g \) and \( \rho_g \) are the velocity, temperature and density of the gas phase. \( C_D \) is the drag coefficient, which is a function of the local Reynolds number (\( Re \)) defined by \( Re = d_p |v_g - v_p| \rho_g / \mu_g \), where \( \mu_g \) is the gas viscosity. The heat transfer coefficient \( h \) is computed by the Ranz–Marshall empirical equation:

\[ h = \frac{\dot{q}}{d_p} \left( 2 + 0.6 Re^{1/2} Pr^{1/3} \right), \]

where the Prandtl number (\( Pr \)) is calculated by \( Pr = c_p \mu_g / \lambda_g \).

### 2.4. Stochastic particle tracking

Because the fluid flow is highly turbulent, the particles might be affected by the instantaneous fluctuation in the fluid phase. However, as we stated above, the ensemble-averaged Navier–Stokes equation provides only the mean fluid velocity. To address this issue, we employ the stochastic tracking approach (Fluent Inc., 2005) to describe the turbulent dispersion of particles. The approach is based on the instantaneous fluid velocity which is calculated as the sum of the mean fluid phase velocity and a random velocity fluctuation term. The fluctuation velocity component in each spatial direction is kept constant over each time interval and is represented by the characteristic lifetime of the eddies and might change in the next time interval. Specifically,

\[ v_g = \bar{v} + v', \]

\[ v' = \zeta \sqrt{v'^2}, \]

\[ t_L = 0.15 k / \tilde{v}, \]

\[ \tau_v = -t_L \log r, \]

where \( v_g \) is the instantaneous fluid velocity used in Eq. (2), \( \bar{v} \) is the mean fluid velocity solved by the ensemble-averaged conservation equations, \( v' \) is the fluctuation in the fluid velocity, \( \zeta \) is a normally distributed random number, and \( \sqrt{v'^2} \) is the local root mean square of the velocity fluctuations. Based on the assumption of isotropy, \( v'^2 \) in each spatial direction is the same, therefore, \( 3v'^2 / 2 = k \), or \( v'^2 = 2k / 3 \), where \( k \) is the turbulence kinetic energy in the \( k-\varepsilon \) turbulence model. Finally, \( t_L \) is the fluid Lagrangian integral time, \( \tau_v \) is the characteristic lifetime of the eddies, and \( r \) is a uniformly distributed random number between 0 and 1.

Each run of the above discrete random walk model will provide a snapshot profile of particle motion in the gas field. A statistical effect of the turbulence on particle dispersion may be obtained by computing the particle trajectories in this manner for a sufficiently large number of tries.

### 2.5. Particle size distribution

Because the particle size distribution of the powder particles used in the HVOF thermal spray process is typically polydisperse, and particles of different sizes might have different dynamic behavior during flight due to different momentum and thermal inertias, the process model should account for powder size distribution. Various two-parameter particle size distribution functions exist in the literature such as normal, log-normal and Rosin–Rammler. The Rosin–Rammler distribution function is used in this work while other particle size distribution functions can also be applied in a similar way. The Rosin–Rammler distribution function is particularly suited for representing particles generated by grinding, milling and crushing operations, and is represented by the mean particle size (\( d_p \)) and the spread factor (\( n \)) as follows:

\[ M_{d_p} = \exp[(-d_p/d_{p0})^n], \]

where \( M_{d_p} \) is the retained weight fraction (weight fraction of particles with diameter greater than \( d_p \)). The parameters used in the Rosin–Rammler distribution function might be determined by plotting \( \ln d_p \) vs \( \ln(\ln M_{d_p}) \). If a straight line is obtained, then \( n \) is the slope and \( d_{p0} \) is the inverse of the exponential of the intercept slope ratio.

### 3. Results and discussion

#### 3.1. Analysis of gas dynamics

The model of gas dynamics represented by continuity, momentum balance, energy balance and species transport (see Li and Christofides, 2005 for details) was implemented into Fluent and was solved by the finite volume method with the segregated solver. The computational domain is shown in Fig. 2. Due to the symmetric geometry of the torch, a one-half, two-dimensional grid is used. The flow is radially symmetric at the centerline. The mass flow rate of oxygen, propylene, air and nitrogen are specified at the opening of each delivery tube upon entering the thermal spray torch. The walls of the torch are all assumed to be at a constant temperature of 400 K. In the external flow field, the radial extent of the computational domain is chosen to be 50 mm. The pressure outlet conditions and wall condition are specified to the outer boundaries and the substrate, respectively. These boundary conditions because of the presence of the substrate are different from those used in free jet flow (Li and Christofides, 2005). The governing conservation equations of mass, momentum, energy and species transport together with the ideal gas state equation are solved first using a first-order upwind scheme to get to a convergent solution and then a second-order upwind scheme to capture the...
shock diamonds that occur in the external flow field. The gas flow rates of oxygen, propylene, air and carrier gas used in the CFD simulation are shown in Table 1; the values correspond to the recommended flow rates for the processing of metals. It can be readily calculated that the equivalence ratio is 1.82, which is much higher than the one used in the processing of tungsten carbides because the temperature level required for metals is lower than the one for cermets.

The simulated contours of static pressure, density, velocity magnitude, static temperature, Mach number and stream function in both the internal and external fields are shown in Figs. 3–8. In the combustion chamber (convergent section of the air cap), reaction of the oxygen and propylene results in an increase of gas temperature to 2500 K and a high pressure of $4.6 \times 10^5$ Pa is maintained. As the exhaust gases expand through the convergent–divergent nozzle, the thermal energy in the gas phase is partially converted to kinetic energy. As a result, the pressure and temperature drop and the gas velocity increases along the flow direction. The gas is accelerated to sonic velocity in the flat section, and then to supersonic velocity in the divergent section of the nozzle, reaching a Mach number of 2 at the exit of the nozzle. Because the pressure at the exit of the nozzle is lower than the ambient pressure, the jet is overexpanded and adjusts to the ambient pressure by a series of shock diamonds.

It is worth noting that the gas temperature varies not only in the longitudinal direction, but also in the radial direction. This behavior is significant especially at the entrance of the thermal spray gun, where the cold nitrogen gas is mixed with the high temperature combustion gases. The non-uniform distribution of gas temperature in the internal flow field entails the tracking of particles that enter the thermal spray gun at different radial injection positions, which might follow different trajectories and have different temperature histories. For example, particles enter the thermal spray gun in the centerline might have lower temperature than other particles that are far away from the centerline.

Compared with the gas dynamics in the thermal spray processing of tungsten carbides (see Li and Christofides, 2005), the gas temperature, velocity and pressure are all lower in the current case. The gas temperature is several hundred degrees lower primarily because the equivalence ratio in this case is much higher than 1, or the oxygen is not adequate to fully oxidize the propylene. This does not imply that not all the propylene participates in the reaction. In fact, because the primary product of the exothermic oxidation reaction is carbon monoxide instead of carbon dioxide when the fuel is in excess, the heat generated by the exothermic oxidation reaction is less. A detailed explanation of this issue can be found in Li et al. (2004a). The pressure in the combustion chamber is also lower in the current case, which might be explained by the following equation:

$$m_g = \frac{P_0}{\sqrt{T_0}} A_t \left[ \frac{\gamma M_{\text{pr}}}{R} \left( \frac{2}{\gamma + 1} \right) \left( \frac{\gamma + 1}{\gamma - 1} \right) \right]^{1/2},$$

where $m_g$ is the total mass flow rate, $M_{\text{pr}}$ is the average molecular weight of the reaction product, $\gamma$ is the specific heat ratio, $A_t$ is the area of the nozzle throat and $T_0$ and $P_0$ are the stagnation temperature and the stagnation pressure, respectively. In the current case, both the total mass flow rate and the stagnation temperature are lower, therefore, the stagnation pressure is also lower. Finally, because the velocity is related to temperature as a function of Mach number (primarily determined by the nozzle configuration), the velocity is lower in the current case because the temperature is lower.

It is also shown that the gas dynamics of the impinging jet in this work has different characteristics from the free jet studied in Li and Christofides (2005). At the stagnation point, the pressure rises due to the conversion of momentum into pressure (see Fig. 3). Also, the axial velocity is converted to radial velocity. According to continuity equation $(\partial/\partial x)(\rho v_x) + (1/r)(\partial/\partial r)(\rho v_r) = 0$, the velocity along the axial direction and radial direction can be estimated by $v_x = -2bx$ and $v_r = br$, respectively, where $x$ is the distance calculated from the centerline, $r$ is the distance calculated from the centerline, and $b$ is a scalar representing the flow strength of the impinging jet (Schlichting and Gersten, 2000). As a result, the gas flows parallel to the substrate (see the stream function shown in Fig. 8) near the substrate. This phenomenon is very important since the particles might move radially due to the drag force in the radial direction. To further demonstrate this behavior, we provide the evolution of the axial velocity and radial velocity of the gas in several different locations in the external flow field, as shown in Figs. 9 and 10. These locations are based on the distance from the exit of the HVOF torch. It is clearly seen that the axial
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Fig. 3. Contours of pressure.

Fig. 4. Contours of gas density.

Fig. 5. Contours of gas velocity magnitude.

Fig. 6. Contours of gas static temperature.
velocity in the centerline decays along the axial direction, and the jet propagates outwards in the radial direction. Close to the substrate, the axial velocity profile is close to zero while the radial velocity increases from zero near the stagnation point to more than 100 m/s far away from the centerline.

3.2. Influence of injection position on particle velocity and temperature

The microstructure of thermal spray coatings is strongly dependent on particle velocity and temperature at impact on the substrate. For example, the higher the particle velocity, the denser the coating. Moreover, it is crucial to maintain high particle temperature at the point of impact on the substrate and to prevent particles from being overheated at the same time, especially in the fabrication of nanostructured coatings, because it is exactly the small grain size that leads to the superior qualities of nanostructured coatings (Cheng et al., 2001a). The particle velocity and temperature at impact might be affected by process parameters such as chamber pressure, fuel oxygen ratio, particle size, particle injection velocity and spray distance,
Table 2
Thermophysical properties of the powder material

<table>
<thead>
<tr>
<th>Density (kg/m³)</th>
<th>Heat capacity (J/kg/K)</th>
<th>Thermal conductivity (W/m/K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8030</td>
<td>502.48</td>
<td>16.27</td>
</tr>
</tbody>
</table>

Fig. 11. Distribution of particle injection location in the carrier nitrogen stream.

Fig. 12. Evolution of axial velocity of different size particles injected at five different locations as a function of flight time.

Fig. 13. Profiles of axial velocity of different size particles injected at five different locations as a function of axial position.

Fig. 14. Evolution of temperature of different size particles injected at five different locations as a function of flight time.

which have been studied extensively (e.g., Li and Christofides, 2003, 2004, 2005; Li et al., 2004a, 2005). We also note that the HVOF thermal spray process is characterized by highly turbulent flow and the fluctuations in the flow and thermal fields might lead to variation in the particle velocity and temperature. Moreover, as we mentioned earlier, particles injected at different positions in the carrier nitrogen stream upon entering the convergent section of the torch might follow different trajectories, and therefore, have different dynamic evolution behaviors. The thermophysical properties of the steel powder particles used in the simulation are shown in Table 2.

In this subsection, the effect of injection location (radial location of particles in the carrier nitrogen, see Fig. 11 for details) on these particle properties is first studied and the results are shown in Figs. 12–15. In addition to showing the evolution of particle velocity and temperature with respect to time, we also provide the profile of these particle properties along the axial position. These two types of profiles complement each other in demonstrating the particle in-flight behavior in the gas field. It can be seen that for all the particles studied in this work, if they enter the thermal spray gun at different locations with respect to the centerline, they might take different trajectories during flight and might also have different residence times in the gas flame. However, they achieve almost the same velocity at impact when they have the same size. For example, Fig. 12 shows that the evolution of particle velocity is very similar under different injection positions, except for a small time shift in the initial acceleration stage (occurs primarily in the combustion chamber). Fig. 13 also demonstrates that although there is certain difference in the particle velocity in the initial stage, such a difference becomes negligible in a short distance. The particle
temperature at impact, however, is strongly dependent on the injection location if the particle size is larger than 10 µm, as shown in Figs. 14 and 15. For the same size particles, the difference in the particle impact temperature due to different injection positions might be up to 300 K. This difference occurs in the combustion chamber and reduces along the flow field, but may remain high upon impact on the substrate. The effect of injection position on the particle temperature becomes negligible when the particle size becomes smaller.

To explain these phenomena, we first note that in the gas–solid flow, the driving force for the two-phase momentum transfer (or heat transfer) is proportional to the difference of the velocity (or temperature) in the gas and particulate phase, which implies that the particles eventually achieve the velocity (or temperature) of the gas phase after a long enough time, as long as the gas velocity (or temperature) does not change with respect to time. However, because the residence time of particles in the HVOF field is finite, a characteristic time scale $\tau = (4\rho_p d_p^2)/(3\mu_g C_D Re)$ can be used to describe the velocity approaching rate ($\sigma = (d_p^2 \rho_p C_p)/(6\mu_g Nu)$ for particle temperature) (Li and Christofides, 2005; Li et al., 2005). The smaller $\tau$ is, the faster the particle velocity approaches the gas velocity. Due to the fact that the gas velocity (or temperature) is higher than the one in the particulate phase in the whole internal flow field and part of the external flow field, and becomes lower further downstream, the initial difference in the particle properties in the combustion chamber, if exists, reduces upon impact. In the same sense, if there is a difference in the particle velocity or temperature, it reduces as the particle approaches the substrate, or the difference is compensated for during flight. Finally, the difference in particle properties at impact on the substrate decreases as the particle size decreases.

We note that there is a sharp temperature gradient in the gas phase in the combustion chamber, due to the mixing of the high-temperature oxygen/propylene stream and the low-temperature carrier nitrogen stream. As the particles are injected to the HVOF torch from different locations in the carrier nitrogen stream, those closer to the high-temperature fuel/oxygen stream will be heated up more quickly. Further, the particle temperature increases as the particle size decreases, which explains why there is a large difference in the initial stage, especially for small particles (see Figs. 14 and 15). A similar phenomenon occurs with respect to the gas velocity. The only difference is that the velocity gradient in the gas phase is not so sharp, and therefore, the resulting difference in the particle temperature is not large either. These initial differences in the particle velocity and temperature are fully compensated for during flight for small size particles (e.g., $d_p = 1$ µm) due to small $\tau$ and $\sigma$. However, for large particles, these differences can only be partially compensated for within the finite residence time, which explains that one can still observe the difference in the impact particle temperature (due to large initial difference) but not in the impact particle velocity (due to small initial difference).

In addition, while it is concluded in Li and Christofides (2004) that for particles larger than a certain value, the longer the particle resides in the hot gas stream (due to lower injection velocity), the higher the particle temperature, this conclusion does not apply to the effect of particle injection location on particle temperature. Instead, for large particles ($d_p \geq 10$ µm), higher particle temperature at impact might correspond to shorter residence time, when the injection position is closer to the fuel/oxygen inlet and the gas velocity is relatively higher.

### 3.3. Influence of turbulent fluctuation in the gas field

Fig. 16 shows a typical snapshot profile of the particle trajectories in the flow field which accounts for the random fluctuation due to turbulence. 100 particles are fed to the HVOF system from 5 uniformly distributed radial locations in the carrier nitrogen stream and 20 uniformly distributed sizes between 1 and 20 µm. Small particles are used here because they are more sensitive to the fluctuation in the flow field and the effect of
turbulent fluctuation in the gas field can be easily demonstrated. It is seen that although most particles are highly concentrated in the centerline inside of the HVOF torch, the particles tend to expand towards the radial direction when they approach the substrate, due to the increasing radial velocity in the gas phase (refer to Figs. 8 and 10). Small particles (e.g., $d_p = 1 \mu m$) are significantly influenced by the gas flow pattern close to the substrate. They are also sensitive to the fluctuation in the gas phase and have more random trajectories. Some of them might even follow the gas stream and will not be deposited on the substrate. Note that submicrometer particles might be deposited on the substrate by thermophoretic force, however, this force is not as strong as the turbulent dispersion. For this reason, particles used in the HVOF thermal spray coating process cannot be too small. This is true even for the processing of nanostructured coatings, in which the powders are comprised of micron-sized agglomerates with grain size below 100 nm.

In the next simulation, 500 particles with particle size from 1 to 100 $\mu m$ are injected from 5 uniformly distributed locations in the carrier nitrogen stream. Twenty stochastic particle trajectory calculations are performed to obtain a statistical description of the particle velocity and temperature at impact. The results are shown in Figs. 17–20. As expected, the axial velocity of particles with size larger than 20 $\mu m$ at impact is more robust with respect to the fluctuations in the gas flow field and also the variation in the injection location. Particles with sizes smaller than 20 $\mu m$, however, have a wide range of velocity and temperature levels upon impact. The larger the particle size, the less the particle velocity varies with respect to the injection location and the stochastic fluctuations, which can readily explained by $\tau \propto d_p^2$.

It is shown in Fig. 18 that not all the particles are deposited on the substrate perpendicularly even if the spray angle is 90°. This is a unique behavior of the impinging flow, which is due to the gas flow pattern close to the substrate. Since particles of very small sizes will closely follow the gas stream (refer to Figs. 8, 10 and 16), as a result, they have lower axial velocity and higher radial velocity than others upon impact as they approach the substrate. That is why it is seen in Fig. 18 that the impinging angle corresponding to axial velocity less than 100 m/s is typically less than 80° or even smaller. When the impact velocity becomes lower than 50 m/s, the impinging angle is less than 30°. The size of the particles should exceed 10 $\mu m$ in order to be deposited on the substrate fairly straight.

The particle temperature at impact as a function of particle size is shown in Fig. 19. In contrast to particle velocity, the particle temperature is widely spread. This is because large particles ($d_p \geq 10 \mu m$) are significantly affected by the injection location while small particles ($d_p < 10 \mu m$) are subject to stochastic trajectories in the gas flame. The variation in the particle temperature caused by these factors is about 100–300 K for all sizes. A mapping of the particle axial velocity and temperature at impact is shown in Fig. 20, which shows that for coarse particles with size larger than 20 $\mu m$, the relationship
of particle velocity and temperature approximately follows a straight line, and both decrease as particle size increases. This mapping supplemented with the particle properties at impact as functions of particle size shown in Figs. 17 and 19 might be used to choose an optimal particle size distribution of the stock material to achieve desired particle temperature and velocity at impact. For example, in order to achieve high particle velocity and temperature at the same time, the particle diameter should be distributed around 20 µm.

### 3.4. Distribution of particle properties at impact

In this subsection, 500 particles of different sizes (1–100 µm) are fed to the HVOF thermal spray torch and the particle properties are sampled at the substrate. It is assumed that the particles are uniformly distributed across the carrier nitrogen and the particle size follows the Rosin–Rammler distribution. The parameters used in the simulation are \( \bar{d}_p = 40 \) µm and \( n = 2 \). Up to 20 independent stochastic particle tracking calculations are performed to obtain a statistical description of the particle trajectories and temperature histories in the gas flame. Therefore, 50 000 particle trajectories are computed. The simulation shows that less than 0.5% of the particles fully track the gas stream and do not stick on the substrate (note that this model does not account for particle coagulation during flight or particle bouncing off the substrate). As a result, the particle size distribution sampled upon impact is almost the same as the one specified in the injection surface, which follows the Rosin–Rammler distribution. It is also shown that more than 90% of the total volume of the particles are concentrated within 2 mm of the centerline, with an expansion ratio (the ratio of the radius of the impinging circle to the one of the carrier nitrogen) around 3. This is expected because most particles in the size range of 1–20 µm are deposited close to the centerline on the substrate (see Fig. 16). Particles with size larger than 20 µm, due to higher momentum inertia, are even less affected by radial velocity near the substrate (Figs. 21 and 22).

The particle residence time in the gas flame approximately follows a normal distribution, as shown in Fig. 23. This is because the residence time is approximately a linear function of the particle diameter. Therefore, the larger the particle size, the longer the particle resides in the HVOF flow field. Most of the particles (based on volume or weight) arrive at the substrate around 2–4 ms, while a small part of the particles have residence time between 0–2 and 4–6 ms.

The distribution of particle velocity and temperature at impact on the substrate are shown in Figs. 24 and 25, respectively. The mean and standard deviation based on the histogram are calculated and it is shown that the particle velocity is \( 429 \pm 94 \) m/s while the particle temperature is \( 1176 \pm 189 \) K. The variation in the particle velocity is lower than the one in the temperature because the former is primarily affected by the particle size, while the latter is also influenced by the injection...
location. The wide distribution of particle velocity and temperature suggests that the optimization and control of the HVOF process should be based on average particle properties.

4. Conclusion

A multi-dimensional stochastic particle tracking model was presented that explicitly accounts for turbulence in the gas phase and distribution of particle size and injection location. The following conclusions were drawn from the parametric model study:

- The particle velocity and temperature are strongly dependent on particle size, although their spatial distribution on the substrate is minimal. The particle size distribution of the feedstock might be optimized to achieve desired particle velocity and temperature levels.

- The particle temperature is strongly affected by the injection position while the particle velocity is more robust with respect to this parameter. Therefore, a possible way to increase the particle temperature is to increase the length of the convergent section of the HVOF gun.

- Not all the particles are deposited on the substrate in a perpendicular way due to high radial gas velocity near the substrate. Very small particles (around 1 μm) may fully track the gas stream and not adhere to the substrate. Although some of them might be deposited on the substrate, both the impinging velocity and angle are smaller than the ones of large particles.
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