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Chapter 1

Introduction

1.1 Background

1.1.1 Economic Model Predictive Control

The development of optimal operation and control policies for chemical process systems aiming at optimizing process economics has always been an important research subject with major practical implications. Within process control, the economic optimization considerations of a plant are usually addressed via a two-layer architecture (e.g., [70] and the references therein). In general, this architecture includes: the upper layer that optimizes process operation set-points taking into account economic considerations using steady-state system models, and the lower layer (i.e., process control layer) whose primary objective is to employ feedback control systems to force the process to track the set-points. This two-layer approach usually limits process operation around a steady-state.

Model predictive control (MPC) is widely adopted in industry in the process control layer because of its ability to deal with large multivariable constrained control
problems and to account for optimization considerations [29, 72]. MPC takes advantage of a process model to predict the future evolution of the process at each sampling time according to the current state along a given prediction horizon. These predictions are incorporated in an optimization problem to obtain an optimal input trajectory by minimizing a meaningful performance index. To reduce the computational complexity of the optimization problem, MPC obtains the optimal input solution over the family of piecewise constant trajectories with fixed sampling time and finite prediction horizon. Once the optimization problem is solved, only the first manipulated input value is implemented, discarding the rest of the trajectory and repeating the optimization in the next sampling step (e.g., [85]). The key idea of a standard MPC is to choose control actions by repeatedly solving an on-line constrained optimization problem, which aims at minimizing a cost function that involves penalties on the state variables and on the control actions over a finite prediction horizon.

Typically, the cost function is in quadratic form including penalties on the deviations of the system state and control inputs from a desired steady-state. Because of the structure of the cost function, the control objective of a standard MPC is to drive the state of the closed-loop system to the desired steady-state. In MPC theory, the quadratic cost function is also widely used as a Lyapunov function to prove closed-loop stability (e.g., [72]). Even though in the standard MPC formulations, certain economic optimization considerations can be taken into account (e.g., optimal use of control action), general economic optimization considerations are usually not addressed. In order to account for general economic optimization considerations, the quadratic cost function used in standard MPC should be replaced by an economics-based cost function. Moreover, the standard MPC should be re-formulated in an appropriate way to guarantee closed-loop stability. Economic model predictive control framework deals with a reformulation of the conventional MPC quadratic cost
function in which an economic (not necessarily quadratic) cost function is used directly as the cost in MPC, and thus, it may, in general, lead to time-varying process operation policies (instead of steady-state operation), which directly optimize process economics.

Within process control, there have been several calls for the integration of MPC and economic optimization of processes (e.g., [2, 86, 48]). In the literature, two-stage MPC structures [6, 80, 78, 103], the so-called LP-MPC and QP-MPC, have been investigated in order to reduce the difference between the sampling rates of the steady-state optimization performed in the RTO layer and the lower layer linear MPC. There are also attempts to integrate steady-state RTO and linear MPC in a single level [22, 104]. In this type of approach, the economic optimization and control problems are solved simultaneously in a single optimization problem and an additional term is added into the MPC cost function to account for the economic considerations. There are also attempts to utilize a dynamic model in the RTO layer which interacts with lower layer linear MPC (e.g., [105]). This approach uses dynamical models in the RTO and re-calculates the optimal set-points for the linear MPC only if economic benefits are possible. Furthermore, there are efforts on the development of MPC accounting for general economic considerations in the cost function [28, 47, 24]. In [28], general ideas of a combined steady-state optimization and linear MPC scheme as well as a case study were reported. In [47], two economically oriented nonlinear MPC formulations were proposed for cyclic processes and nominal stability of the closed-loop system was established via Lyapunov techniques. In [24], MPC schemes using an economics-based cost function were proposed and the stability properties were established using a suitable Lyapunov function. The MPC schemes in [24] adopt a terminal constraint which requires that the closed-loop system state settles to a steady-state at the end of each optimal input trajectory calculation (i.e., end of the
prediction horizon). The work in [46] formulated a linear robust economic MPC by taking advantage of second-order cone programming. The work in [55] considered a cooperative distributed linear economic MPC scheme subject to convex economic objectives. Simultaneous consideration of economic and control performance has been studied in [69]. The use of economic MPC for the reduction of energy related costs has been considered in [65]. Economic performance of MPC for a simulated electric arc furnace has been considered in [100]. An implementation of an MPC architecture which deals with control and economic considerations has been considered in [83].

Despite the above recent progress, at this point, there is limited work to ensure improvement of closed-loop performance through time-varying operation via economic MPC with respect to operation under conventional MPC in the context of finite time operation. An important recent work has established improved economic MPC performance over steady-state operation for infinite-time operation [1]. Furthermore, even though a rigorous stability analysis is included in [24], it is difficult, in general, to characterize, a priori, the set of initial conditions starting from where feasibility and closed-loop stability of the proposed MPC scheme are guaranteed. Moreover, all economic MPC schemes including the ones above have been developed under the assumption of state feedback. State estimation in certain classes of nonlinear systems can be carried out within the framework of high-gain observers (e.g., [16, 23]), however, at this stage these estimation techniques have not been used in conjunction with economic MPC schemes.

1.1.2 Distributed Model Predictive Control

The chemical process industry is a major sector of the US and global economy. Hence, the development of optimal process control and operation methodologies for chemical
processes is a research subject of considerable importance. Advanced process control stands to benefit from the emergence of networked process control and operations, with the purpose of augmentation of traditional point-to-point local control systems with additional cheap, safe and easy-to-install networked sensors and actuators. Networked control systems (NCS) can substantially improve the efficiency, flexibility, robustness and fault tolerance of an industrial control system while reducing the installation, reconfiguration and maintenance expenses at the cost of coordination and design/redesign of different control systems in the new architecture [102, 82, 17]. Recent research efforts have led to important results on the design of networked control systems (e.g., [76, 77, 81, 64]), employing a centralized control paradigm where all manipulated inputs are evaluated by a single control system.

Model predictive control (MPC) is a natural framework for dealing with the design and coordination of distributed control systems because it can account for the influence of other control systems on the computation of the control action for a certain set of actuators. In a centralized MPC paradigm, all the manipulated inputs of a given control system are coupled in a single optimization problem to obtain the optimal input trajectory. In the case of large number of state variables and manipulated inputs for a given control system, the computational complexity of the centralized MPC may increase significantly and consequently degrade closed-loop system performance, especially in the case of employing a nonlinear model in MPC. Moreover, a centralized control system for large-scale systems may be difficult to organize and maintain and is vulnerable to potential process faults. Because in the evaluation of the control actions by MPC online optimization problems need to be solved, the evaluation time of the MPC is a very important concern. Specifically, the MPC evaluation time strongly depends on the number of manipulated inputs as well as the dimensionality of the process model. To overcome the above mentioned drawbacks
of centralized MPC, decentralized and/or distributed MPC can be utilized. While in a decentralized control architecture [91], individual controllers make their decisions based on local information, in a distributed framework, controllers communicate with each other to coordinate their actions. In distributed MPC (DMPC) the optimal trajectory is obtained through solving a number of distributed optimization problems with lower dimensionality compared to the centralized design.

Distributed MPC (DMPC) has attracted a lot of attention in the design of cooperative networked control systems. In a DMPC architecture, the manipulated inputs are computed by solving more than one control (optimization) problems in separate processors in a coordinated fashion. In the context of DMPC designs, a number of significant efforts have been recently made in the literature; please see [7, 87, 89, 19] for reviews of available results in this direction. Specifically, the stability of the closed-loop linear system by considering multiple communications between distributed predictive controllers and using system-wide control objective functions was guaranteed in [96]. In [92], a cooperative DMPC scheme was developed for linear systems with guaranteed stability of the closed-loop system and convergence of the cost to its corresponding, centralized optimal value. A distributed control method for weakly-coupled nonlinear systems subject to decoupled constraints was proposed in [25]. A DMPC scheme for linear systems coupled through the inputs, based on a game theoretic approach, was proposed in [66]. A robust DMPC formulation for decoupled linear systems was studied in [88]. A DMPC architecture for decoupled nonlinear systems coupled through cost functions was studied in [49]. A DMPC framework for a class of nonlinear discrete-time systems subject to no exchange of information between local controllers was proposed in [67]. Furthermore, in [93], a quasi-decentralized control framework was developed for multi-unit plants that achieves the desired closed-loop objectives with minimal cross communication between the controllers.
Two different DMPC architectures, namely, a sequential DMPC architecture and an iterative DMPC architecture, were designed for nonlinear systems in [61, 60], and the work were extended to account for asynchronous and delayed measurements [62]. Distributed MPCs were designed via Lyapunov-based MPC (LMPC) to coordinate their control actions using one-directional communication. Among the distributed LMPCs, one LMPC is responsible for closed-loop stability while the rest of the LMPCs communicate and cooperate with the stabilizing LMPC to improve the closed-loop performance. In [61], the communication between the distributed controllers was assumed to be perfect which is reasonable in applications where wired network communication links are utilized. Furthermore, the results in [61, 60, 62] were obtained under the assumptions of noise-free communication and availability of noise-free measurements of system states to all the distributed controllers at each sampling time.

Recently, wireless networks have received significant attention [95] and could play an increasingly important role in distributed control systems. In chemical process systems [17], there is an increasing trend toward developing industrial DMPC designs where individual MPCs operate through a shared wireless/wired communication network. However, the design of network-based DMPC system has to deal with the dynamics introduced by the communication network, which may include communication disruptions such as communication channel noise, data losses, bandwidth limitations, time-varying delays, and data quantization [79] which directly affect the closed-loop stability of NCS architectures. Thus, achieving closed-loop stability subject to communication disruptions in the context of DMPC is a subject of increasing importance. Motivated by this trend towards network-based control systems in a variety of engineering applications, significant efforts over the last ten years have led to results on analysis and design of networked control systems using centralized control architectures (e.g., [76, 81]).
1.2 Objectives and Organization of the Dissertation

Motivated by the lack of general economic and distributed control methods for process systems, the objectives of this dissertation are summarized as follows:

1. To develop economic model predictive control of nonlinear process systems using Lyapunov techniques taking into account asynchronous and time-varying delayed measurements.

2. To develop state estimation based economic model predictive control schemes of nonlinear systems.

3. To develop algorithms for improved finite-time performance of economic model predictive control of nonlinear systems.

4. To develop distributed model predictive control schemes subject to communication disruptions.

5. To develop multirate distributed model predictive control of nonlinear uncertain systems.

6. To develop distributed model predictive control of switched nonlinear systems with scheduled mode transitions.

The dissertation is organized as follows. In Chapter 2, we develop MPC designs which are capable of optimizing closed-loop performance with respect to general economic considerations for a broad class of nonlinear process systems. Specifically, in the proposed designs, the economic MPC optimizes a cost function which is related directly to desired economic considerations and is not necessarily dependent on a
steady-state — unlike conventional MPC designs. First, we consider nonlinear systems with synchronous measurement sampling and uncertain variables. The proposed economic MPC is designed via Lyapunov-based techniques and has two different operation modes. The first operation mode corresponds to the period in which the cost function should be optimized (e.g., normal production period); and in this operation mode, the MPC maintains the closed-loop system state within a pre-defined stability region and optimizes the cost function to its maximum extent. The second operation mode corresponds to operation in which the system is driven by the economic MPC to an appropriate steady-state. In this operation mode, suitable Lyapunov-based constraints are incorporated in the economic MPC design to guarantee that the closed-loop system state is always bounded in the pre-defined stability region and is ultimately bounded in a small region containing the origin. Subsequently, we extend the results to nonlinear systems subject to asynchronous and delayed measurements and uncertain variables. Under the assumptions that there exist an upper bound on the interval between two consecutive asynchronous measurements and an upper bound on the maximum measurement delay, an economic MPC design which takes explicitly into account asynchronous and delayed measurements and enforces closed-loop stability is proposed. All the proposed economic MPC designs are illustrated through a chemical process example and their performance and robustness are evaluated through simulations.

In Chapter 3, we focus on a class of nonlinear systems and design an estimator-based economic MPC system which is capable of optimizing closed-loop performance with respect to general economic considerations taken into account in the construction of the cost function. Working with the class of full-state feedback linearizable nonlinear systems, we use a high-gain observer to estimate the nonlinear system state using output measurements and a Lyapunov-based approach to design an economic MPC
system that uses the observer state estimates. We prove, using singular perturbation arguments, that the closed-loop system is practically stable provided the observer gain is sufficiently large. We use a chemical process example to demonstrate the ability of the state estimation-based economic MPC to achieve process time-varying operation that leads to a superior cost performance metric compared to steady-state operation using the same amount of reactant material.

In Chapter 4, we present algorithms for improved finite-time performance of Lyapunov-based economic model predictive control (LEMPC) of nonlinear systems. Unlike conventional LMPC schemes which typically utilize a quadratic cost function and regulate a process at a steady-state, LEMPC designs very often dictate time-varying operation to optimize an economic (typically non-quadratic) cost function. The LEMPC algorithms proposed here ensure improved performance, measured by the desired economic cost, over conventional LMPC by solving auxiliary LMPC problems and incorporating appropriate constraints, based on the LMPC solution, in their formulations at various sampling times. The proposed LEMPC schemes also take advantage of a predefined Lyapunov-based explicit feedback law to characterize their stability region while maintaining the closed-loop system state in an invariant set subject to bounded process disturbances. The LEMPC algorithms are demonstrated through a nonlinear chemical process example.

In Chapter 5, we study DMPC of nonlinear systems subject to communication disruptions - communication channel noise and data losses - between distributed controllers. Specifically, we focus on a DMPC architecture in which one of the distributed controllers is responsible for ensuring closed-loop stability while the rest of the distributed controllers communicate and cooperate with the stabilizing controller to further improve the closed-loop performance. To handle communication disruptions,
feasibility problems are incorporated in the DMPC architecture to determine if the
data transmitted through the communication channel is reliable or not. Based on the
results of the feasibility problems, the transmitted information is accepted or rejected
by the stabilizing MPC. In order to ensure the stability of the closed-loop system
under communication disruptions, each model predictive controller utilizes a stability
constraint which is based on a suitable Lyapunov-based controller. The theoretical
results are demonstrated through a nonlinear chemical process example.

In Chapter 6, we consider the design of a network-based DMPC system using
multirate sampling for large-scale nonlinear uncertain systems composed of several
coupled subsystems. Specifically, we assume that the states of each local subsystem
can be divided into fast sampled states (which are available every sampling time)
and slowly sampled states (which are available every several sampling times). The
distributed model predictive controllers are connected through a shared communica-
tion network and cooperate in an iterative fashion at time instants in which full
system state measurements (both fast and slow) are available, to guarantee closed-
loop stability. When local subsystem fast sampled state information is only available,
the distributed controllers operate in a decentralized fashion to improve closed-loop
performance. In the proposed control architecture, the controllers are designed via
LMPC techniques taking into account bounded measurement noise, process distur-
bances and communication noise. Sufficient conditions under which the state of the
closed-loop system is ultimately bounded in an invariant region containing the origin
are derived. The theoretical results are demonstrated through a nonlinear chemical
process example.

In Chapter 7, we present a method for the design of distributed model predictive
control systems for a class of switched nonlinear systems for which the mode tran-
sitions take place according to a prescribed switching schedule. Under appropriate stabilizability assumptions on the existence of a set of feedback controllers that can stabilize the closed-loop switched, nonlinear system, we design a cooperative, distributed model predictive control architecture using LMPC in which the distributed controllers carry out their calculations in parallel and communicate in an iterative fashion to compute their control actions. The proposed distributed model predictive control design is applied to a nonlinear chemical process network with scheduled mode transitions and its performance and computational efficiency properties in comparison to a centralized MPC architecture are evaluated through simulations.

Chapter 8 summarizes the main results of the dissertation and discusses future research possibilities in economic and distributed predictive control system design.
Chapter 2

Economic Model Predictive Control of Nonlinear Process Systems Using Lyapunov Techniques

In this chapter, we develop Lyapunov-based economic MPC (LEMPC) designs which are capable of optimizing closed-loop performance with respect to general economic considerations for nonlinear systems. The design of the LEMPC is based on uniting receding horizon control with explicit Lyapunov-based nonlinear controller design techniques and allows for an explicit characterization of the stability region of the closed-loop system; such a characterization may be conservative in certain applications and it may be possible for the LEMPC to achieve closed-loop stability for initial conditions outside of the estimated stability region. In the proposed designs, the LEMPC schemes optimize a cost function which is related directly to certain
economic considerations and is not necessarily dependent on a steady-state — unlike conventional model predictive control (MPC) designs. First, we consider nonlinear systems with synchronous measurement sampling and uncertain variables. The proposed LEMPC is designed via Lyapunov-based techniques and has two different operation modes. The first operation mode corresponds to the period in which the cost function should be optimized (e.g., normal production period); and in this operation mode, the LEMPC maintains the closed-loop system state within a pre-defined stability region and optimizes the cost function to its maximum extent. The second operation mode corresponds to operation in which the system is driven by the LEMPC to an appropriate steady-state. In the LEMPC design, suitable Lyapunov-based constraints are incorporated to guarantee that the closed-loop system state is always bounded in the pre-defined stability region and is ultimately bounded in a small region containing the origin. Subsequently, we extend the results to nonlinear systems subject to asynchronous and delayed measurements and uncertain variables. Under the assumptions that there exist an upper bound on the interval between two consecutive asynchronous measurements and an upper bound on the maximum measurement delay, an LEMPC design which takes explicitly into account asynchronous and delayed measurements and enforces closed-loop stability is proposed. The theoretical results are illustrated through a chemical process example.

2.1 Preliminaries

2.1.1 Notation

The operator $|\cdot|$ is used to denote Euclidean norm of a vector, and a continuous function $\alpha : [0, a) \to [0, \infty)$ is said to belong to class $\mathcal{K}$ if it is strictly increasing and
satisfies $\alpha(0) = 0$. The symbol $\Omega_r$ is used to denote the set $\Omega_r := \{ x \in R^nx : V(x) \leq r \}$ where $V$ is a scalar function, and the operator ‘/’ denotes set subtraction, that is, $A/B := \{ x \in R^nx : x \in A, x \notin B \}$. The symbol $\text{diag}(v)$ denotes a matrix whose diagonal elements are the elements of vector $v$ and all the other elements are zeros.

2.1.2 Class of nonlinear systems

We consider a class of nonlinear systems which can be described by the following state-space model:

$$\dot{x}(t) = f(x(t), u_1(t), \ldots, u_m(t), w(t))$$

(2.1)

where $x(t) \in R^nx$ denotes the vector of state variables of the system and $u_i(t) \in R$, $i = 1, \ldots, m$, and $w(t) \in R^nw$ denote $m$ control (manipulated) inputs and the disturbance vector, respectively. The $m$ control inputs are restricted to be in $m$ nonempty convex sets $U_i \subset R$, $i = 1, \ldots, m$, which are defined as $U_i := \{ u_i \in R : |u_i| \leq u_i^{\text{max}} \}$ where $u_i^{\text{max}}$, $i = 1, \ldots, m$, are the magnitudes of the input constraints. The disturbance $w(t) \in R^nw$ is bounded, i.e., $w(t) \in W$ where $W := \{ w \in R^nw \text{ s.t. } |w| \leq \theta, \theta > 0 \}$. We assume that $f$ is a locally Lipschitz vector function and that the origin is an equilibrium point of the unforced nominal system (i.e., the system of Eq. 2.1 with $u_i(t) \equiv 0$, $i = 1, \ldots, m$ and $w(t) \equiv 0$ for all times) which implies that $f(0,0,\ldots,0,0) = 0$.

2.1.3 Lyapunov-based controller

We assume that there exists a Lyapunov-based controller $h(x) = [h_1(x) \cdots h_m(x)]^T$ which renders the origin of the nominal closed-loop system asymptotically stable with $u_i = h_i(x)$, $i = 1, \ldots, m$, while satisfying the input constraints for all the
states $x$ inside a given stability region. We note that this assumption is essentially equivalent to the assumption that the system is stabilizable or that the pair $(A, B)$ in the case of linear systems is stabilizable. Using converse Lyapunov theorems [59, 18], this assumption implies that there exist class $\mathcal{K}$ functions $\alpha_i(\cdot), i = 1, 2, 3, 4$ and a continuously differentiable Lyapunov function $V(x)$ for the nominal closed-loop system, that satisfy the following inequalities:

\begin{align}
\alpha_1(|x|) & \leq V(x) \leq \alpha_2(|x|) \\
\frac{\partial V(x)}{\partial x} f(x, h_1(x), \ldots, h_m(x), 0) & \leq -\alpha_3(|x|) \\
\left| \frac{\partial V(x)}{\partial x} \right| & \leq \alpha_4(|x|) \\
h_i(x) & \in U_i, \ i = 1, \ldots, m
\end{align}  

(2.2)

for all $x \in O \subseteq \mathbb{R}^n_x$ where $O$ is an open neighborhood of the origin. We denote the region $\Omega_{\rho} \subseteq O$ as the stability region of the closed-loop system under the Lyapunov-based controller $h(x)$. Note that explicit stabilizing control laws that provide explicitly defined regions of attraction for the closed-loop system have been developed using Lyapunov techniques for specific classes of nonlinear systems, particularly input-affine nonlinear systems; the reader may refer to [51, 18, 58, 26] for results in this area including results on the design of bounded Lyapunov-based controllers by taking explicitly into account constraints for broad classes of nonlinear systems.

By continuity, the local Lipschitz property assumed for the vector field $f$ and taking into account that the manipulated inputs $u_i, \ i = 1, \ldots, m$ are bounded, there exists a positive constant $M$ such that

\begin{align}
|f(x, u_1, \ldots, u_m, w)| & \leq M
\end{align}  

(2.3)
for all $x \in \Omega_\rho$ and $u_i \in U_i$, $i = 1, \ldots, m$. In addition, by the continuous differentiable property of the Lyapunov function $V(x)$ and the Lipschitz property assumed for the vector field $f$, there exist positive constants $L_x, L_w, L'_x$ and $L'_w$ such that

$$
|f(x, u_1, \ldots, u_m, w) - f(x', u_1, \ldots, u_m, 0)| \leq L_x |x - x'| + L_w |w|
$$

$$
\left| \frac{\partial V(x)}{\partial x} f(x, u_1, \ldots, u_m, w) - \frac{\partial V(x')}{\partial x} f(x', u_1, \ldots, u_m, 0) \right| \leq L'_x |x - x'| + L'_w |w|
$$

(2.4)

for all $x, x' \in \Omega_\rho$, $u_i \in U_i$, $i = 1, \ldots, m$ and $w \in W$.

**Remark 2.1.** We note that while there are currently no general methods for constructing Lyapunov functions for general nonlinear systems, for broad classes of nonlinear systems arising in the context of chemical process control applications, quadratic Lyapunov functions have been widely used and have been demonstrated to yield very good estimates of closed-loop stability regions [18]; please see also “Application to a chemical process example” section.

**Remark 2.2.** Note that in this chapter, we use the level set $\Omega_\rho$ of the Lyapunov function $V(x)$ to estimate the stability region (i.e., domain of attraction) of the closed-loop system under the controller $h(x)$. Specifically, an estimate of the domain of attraction of the closed-loop system is computed as follows: first, a controller (e.g., $h(x)$) is designed that makes the time-derivative of a Lyapunov function, $V(x)$, along the closed-loop system trajectory negative definite around the equilibrium point; then, an estimate of the set where $\dot{V}$ is negative is computed, and finally, a level set (ideally the largest) of $V$ (denoted by $\Omega_\rho$ in this chapter) embedded in the set where $\dot{V}$ is negative, is computed. From this approach to calculate $\Omega_\rho$, we can conclude that the set $\Omega_\rho$ is a guaranteed closed-loop stability set but it is possible that the controller $h(x)$ stabilizes the closed-loop system for initial conditions outside of the set $\Omega_\rho$. 
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2.2 Lyapunov-based economic MPC with synchronous measurement sampling

In this section, we design LEMPC for the system of Eq. 2.1 with synchronous measurement sampling. We assume that the state \( x \) of the system is sampled synchronously and the time instants at which we have state measurements are indicated by the time sequence \( \{ t_k \geq 0 \} \) with \( t_k = t_0 + k\Delta, \ k = 0, 1, \ldots \) where \( t_0 \) is the initial time and \( \Delta \) is the sampling time.

In the proposed design, the LEMPC maximizes a cost function which takes into account specific economic considerations and it has two operation modes. In the first operation mode, the LEMPC optimizes the economic cost function while maintaining the system state within the stability region \( \Omega_\rho \) (i.e., \( x(t) \in \Omega_\rho \)); in the second operation mode, the LEMPC drives the state of the system to a desired steady-state. The economic MPC is designed via Lyapunov-based MPC techniques [74] to take advantage of the stability properties of the Lyapunov-based controller \( h(x) \). Specifically, we assume that from the initial time \( t_0 \) up to a specific time \( t' \), the LEMPC operates in the first operation mode to maximize the economic cost function; after the time \( t' \), we assume that the LEMPC operates in the second operation mode and calculates the inputs in a way that the state of the closed-loop system is driven to a neighborhood of the desired steady-state (i.e., the origin \( x = 0 \)). The proposed LEMPC provides more degrees of freedom in the economic optimal operation of the system and can eventually regulate the system state to a desired steady-state. For simplicity and without loss of generality in the rest of this chapter, we assume that the specific time \( t' \) is an integer multiple of the sampling time of the MPC, \( \Delta \).
2.2.1 Implementation strategy

From the initial time $t_0$ to $t'$, the LEMPC operates in the first operation mode. In the design of the LEMPC, one important issue we need to consider is the effect of the bounded disturbance $w$ on the stability of the closed-loop system. In order to take the disturbance $w$ into account explicitly, we consider a region $\Omega_{\tilde{\rho}}$, $\tilde{\rho} < \rho$. Specifically, when $x(t_k)$ is received at a sampling time $t_k$, if $x(t_k)$ is in the region $\Omega_{\tilde{\rho}}$, the LEMPC maximizes the cost function within the region $\Omega_{\tilde{\rho}}$; if $x(t_k)$ is in the region $\Omega_{\rho}/\Omega_{\tilde{\rho}}$, the LEMPC first drives the system state to the region $\Omega_{\tilde{\rho}}$ and then maximizes the cost function within $\Omega_{\tilde{\rho}}$. Note that the region $\Omega_{\tilde{\rho}}$ plays the role of a “safe” zone in which the LEMPC can maximize the cost function to its maximum extent while the effect of the disturbance $w$ on the closed-loop stability is taken into account. Note also that the relation between $\tilde{\rho}$ and $\rho$ is determined by the system property (i.e., the properties of the vector function $f$), the upper bound on the disturbance (i.e., $\theta$) and the sampling time of the LEMPC. This relation will be characterized in Eq. 2.12 in Theorem 2.1.

After time $t'$, the system operates in the second operation mode. In this operation mode, the LEMPC calculates the inputs in a way that the Lyapunov function of the system continuously decreases to steer the state of the system to a neighborhood of the origin.

The implementation strategy of the proposed LEMPC with synchronous measurement sampling can be summarized as follows:

1. At a sampling time $t_k$, the controller receives the system state $x(t_k)$ from the sensors.

2. If $t_k < t'$, go to Step 3. Else, go to Step 4.
3. If $x(t_k) \in \Omega_{\tilde{\rho}}$, go to Step 3.1. Else, go to Step 3.2.

3.1. The controller maximizes the economic cost function within $\Omega_{\tilde{\rho}}$. Go to Step 5.

3.2. The controller drives the system state to the region $\Omega_{\tilde{\rho}}$. Go to Step 5.

4. The controller drives the system state to a small neighborhood of the desired steady-state.

5. Go to Step 1 ($k \leftarrow k + 1$).

### 2.2.2 LEMPC formulation

The optimization problem of the proposed LEMPC for the system of Eq. 2.1 with synchronous measurement sampling is as follows:

\[
\max_{u_1, \ldots, u_m \in \mathcal{S}(\Delta)} \int_{t_k}^{t_{k+N}} L(\tilde{x}(\tau), u_1(\tau), \ldots, u_m(\tau)) d\tau
\]  

(2.5a)

\[
\text{s.t. } \dot{\tilde{x}}(t) = f(\tilde{x}(t), u_1(t), \ldots, u_m(t), 0)
\]  

(2.5b)

\[
u_i(t) \in U_i, \ i = 1, \ldots, m
\]  

(2.5c)

\[
\tilde{x}(t_k) = x(t_k)
\]  

(2.5d)

\[
V(\tilde{x}(t)) \leq \tilde{\rho}, \ \forall t \in [t_k, t_{k+N}), \text{ if } t_k \leq t' \text{ and } V(x(t_k)) \leq \tilde{\rho}
\]  

(2.5e)

\[
\frac{\partial V(x(t_k))}{\partial x} f(x(t_k), u_1(t_k), \ldots, u_m(t_k), 0)
\]

\[
\leq \frac{\partial V(x(t_k))}{\partial x} f(x(t_k), h_1(x(t_k)), \ldots, h_m(x(t_k)), 0),
\]

if $t_k > t'$ or $\tilde{\rho} < V(x(t_k)) \leq \rho$

(2.5f)
where $S(\Delta)$ is the family of piece-wise constant functions with sampling period $\Delta$, $N$ is the prediction horizon of this LEMPC, $L(\bar{x}(\tau), u_1(\tau), \ldots, u_m(\tau))$ is the economic measure which defines the cost function, the state $\bar{x}$ is the predicted trajectory of the system with $u_1, \ldots, u_m$ computed by the LEMPC and $x(t_k)$ is the state measurement obtained at time $t_k$. The optimal solution to this optimization problem is denoted by $u_i^*(t|t_k)$, $i = 1, \ldots, m$, which is defined for $t \in [t_k, t_{k+N})$.

In the optimization problem of Eq. 2.5, the constraint of Eqs. 2.5b is the nominal model of the system of Eq. 2.1 (i.e., $w(t) = 0$ for all $t$) and is used to predict the future evolution of the closed-loop system; the constraint of Eq. 2.5c defines the input constraints on all the inputs; the constraint of Eq. 2.5d defines the initial condition of the optimization problem; the constraint of Eq. 2.5e is only active when $x(t_k) \in \Omega_{\bar{\rho}}$ in the first operation mode and is incorporated to ensure that the predicted state evolution of the closed-loop system is maintained in the region $\Omega_{\bar{\rho}}$ (thus, the actual state of the closed-loop system is in the stability region $\Omega_{\rho}$); the constraint of Eq. 2.5f is only active in the second operation mode or when $\bar{\rho} < V(x(t_k)) \leq \rho$ in the first operation mode. This constraint is used to enforce that the Lyapunov function of the system decreases at least at the rate given by the Lyapunov-based controller $h(x)$ implemented in a sample-and-hold fashion.

The manipulated inputs of the proposed control design from time $t_k$ to $t_{k+1}$ ($k = 0, 1, 2, \ldots$) are defined as follows:

$$u_i(t) = u_i^*(t|t_k), \quad i = 1, \ldots, m, \quad \forall t \in [t_k, t_{k+1}). \quad (2.6)$$
2.2.3 Stability analysis

In this subsection, we present the stability properties of the proposed LEMPC of Eq. 2.5 for the system of Eq. 2.1 with synchronous measurement sampling. In order to proceed, we need the following two propositions.

**Proposition 2.1** (c.f. [60]). Consider the systems

\[
\begin{align*}
\dot{x}_a(t) &= f(x_a(t), u_1(t), \ldots, u_m(t), w(t)) \\
\dot{x}_b(t) &= f(x_b(t), u_1(t), \ldots, u_m(t), 0)
\end{align*}
\]

with initial states \(x_a(t_0) = x_b(t_0) \in \Omega_\rho\). There exists a \(K\) function \(f_W(\cdot)\) such that

\[
|x_a(t) - x_b(t)| \leq f_W(t - t_0),
\]

for all \(x_a(t), x_b(t) \in \Omega_\rho\) and all \(w(t) \in W\) with

\[
f_W(\tau) = \frac{L_w \theta}{L_x}(e^{L_x \tau} - 1).
\]

Proposition 2.1 provides an upper bound on the deviation of the state trajectory obtained using the nominal model, from the actual system state trajectory when the same control input trajectories are applied. Proposition 2.2 below bounds the difference between the magnitudes of the Lyapunov function of two different states in \(\Omega_\rho\).

**Proposition 2.2** (c.f. [60]). Consider the Lyapunov function \(V(\cdot)\) of the system of Eq. 2.1. There exists a quadratic function \(f_V(\cdot)\) such that

\[
V(x) \leq V(\hat{x}) + f_V(|x - \hat{x}|)
\]
for all \( x, \dot{x} \in \Omega_{\rho} \) with

\[
f_{V}(s) = \alpha_4(\alpha^{-1}_{1}(\rho))s + M_v s^2
\]

(2.11)

where \( M_v \) is a positive constant.

Theorem 2.1 below provides sufficient conditions under which the LEMPC of Eq. 2.5 guarantees that the state of the closed-loop system of Eq. 2.1 is always bounded in \( \Omega_{\rho} \) and is ultimately bounded in a small region containing the origin.

**Theorem 2.1.** Consider the system of Eq. 2.1 in closed-loop under the LEMPC design of Eq. 2.5 based on a controller \( h(x) \) that satisfies the conditions of Eq. 2.2. Let \( \epsilon_w > 0, \Delta > 0, \rho > \tilde{\rho} > 0 \) and \( \rho > \rho_s > 0 \) satisfy

\[
\tilde{\rho} \leq \rho - f_{V}(f_{W}(\Delta))
\]

(2.12)

and

\[
-\alpha_3(\alpha^{-1}_2(\rho_s)) + L'_x M\Delta + L'_w \theta \leq -\epsilon_w / \Delta.
\]

(2.13)

If \( x(t_0) \in \Omega_{\rho}, \rho_s \leq \tilde{\rho}, \rho_{\min} \leq \rho \) and \( N \geq 1 \) where

\[
\rho_{\min} = \max\{V(x(t + \Delta)) : V(x(t)) \leq \rho_s\},
\]

(2.14)

then the state \( x(t) \) of the closed-loop system is always bounded in \( \Omega_{\rho} \) and is ultimately bounded in \( \Omega_{\rho_{\min}} \).

**Proof 2.1.** The proof consists of three parts. We first prove that the optimization problem of Eq. 2.5 is feasible for all states \( x \in \Omega_{\rho} \). Subsequently, we prove that, in the first operation mode, under the LEMPC design of Eq. 2.5, the closed-loop state of the system of Eq. 2.1 is always bounded in \( \Omega_{\rho} \). Finally, we prove that, in the second
operation mode, under the LEMPC of Eq. 2.5, the closed-loop state of the system of Eq. 2.1 is ultimately bounded in $\rho_{\min}$.

Part 1: When $x(t)$ is maintained in $\Omega_\rho$ (which will be proved in Part 2), the feasibility of the LEMPC of Eq. 2.5 follows because input trajectories $u_i(t)$, $i = 1, \ldots, m$, such that $u_i(t) = h_i(x(t_k+j))$, $\forall t \in [t_k+j, t_{k+j+1})$ with $j = 0, \ldots, N-1$ are feasible solutions to the optimization problem of Eq. 2.5 since such trajectories satisfy the input constraint of Eq. 2.5c and the Lyapunov-based constraints of Eqs. 2.5e and 2.5f. This is guaranteed by the closed-loop stability property of the Lyapunov-based controller $h(x)$; the reader may refer to [79] for more detailed discussion on the stability property of the Lyapunov-based controller $h(x)$.

Part 2: We assume that the LEMPC of Eq. 2.5 operates in the first operation mode. We prove that if $x(t_k) \in \Omega_{\tilde\rho}$, then $x(t_{k+1}) \in \Omega_{\rho}$; and if $x(t_k) \in \Omega_{\rho}/\Omega_{\tilde\rho}$, then $V(x(t_{k+1})) < V(x(t_k))$ and in finite steps, the state converges to $\Omega_{\tilde\rho}$ (i.e., $x(t_{k+j}) \in \Omega_{\tilde\rho}$ where $j$ is a finite positive integer).

When $x(t_k) \in \Omega_{\tilde\rho}$, from the constraint of Eq. 2.5e, we obtain that $\tilde{x}(t_{k+1}) \in \Omega_{\tilde\rho}$. By Propositions 2.1 and 2.2, we have that

$$V(x(t_{k+1})) \leq V(\tilde{x}(t_{k+1})) + f_V(f_W(\Delta)). \quad (2.15)$$

Since $V(\tilde{x}(t_{k+1})) \leq \tilde{\rho}$, if the condition of Eq. 2.12 is satisfied, we can conclude that $x(t_{k+1}) \in \Omega_{\rho}$.

When $x(t_k) \in \Omega_{\rho}/\Omega_{\tilde\rho}$, from the constraint of Eq. 2.5f and the condition of Eq. 2.2,
we can write
\[
\frac{\partial V(x(t_k))}{\partial x} f(x(t_k), u_1^*(t_k), \ldots, u_m^*(t_k), 0) \leq \frac{\partial V(x(t_k))}{\partial x} f(x(t_k), h_1(x(t_k)), \ldots, h_m(x(t_k)), 0) \\
\leq -\alpha_3(|x(t_k)|)
\] (2.16)

The time derivative of the Lyapunov function along the computed optimal trajectories \(u_1^*, \ldots, u_m^*\) for \(\forall \tau \in [t_k, t_{k+1})\) can be written as follows
\[
\dot{V}(x(\tau)) = \frac{\partial V(x(\tau))}{\partial x} f(x(\tau), u_1^*(t_k), \ldots, u_m^*(t_k), w(\tau))
\] (2.17)

Adding and subtracting the term \(\frac{\partial V(x(t_k))}{\partial x} f(x(t_k), u_1^*(t_k), \ldots, u_m^*(t_k), 0)\) to/from the above equation and considering Eq. 2.16, we have
\[
\dot{V}(x(\tau)) \leq -\alpha_3(|x(t_k)|) + \frac{\partial V(x(t_k))}{\partial x} f(x(\tau), u_1^*(t_k), \ldots, u_m^*(t_k), w(\tau)) \\
- \frac{\partial V(x(t_k))}{\partial x} f(x(t_k), u_1^*(t_k), \ldots, u_m^*(t_k), 0)
\] (2.18)

Due to the fact that the disturbance is bounded \(|w| \leq \theta\) and the Lipschitz properties of Eq. 2.4, we can write
\[
\dot{V}(x(\tau)) \leq -\alpha_3(|x(t_k)|) + L_x' |x(t) - x(t_k)| + L_w' \theta
\] (2.19)

Taking into account Eq. 2.3 and the continuity of \(x(t)\), the following bound can be written for all \(\tau \in [t_k, t_{k+1})\)
\[
|x(\tau) - x(t_k)| \leq M \Delta
\] (2.20)
Since $x(t_k) \in \Omega_\rho/\Omega_{\tilde{\rho}}$, it can be concluded that $x(t_k) \in \Omega_\rho/\Omega_{\rho_s}$. Thus, we can write

$$
\dot{V}(x(\tau)) \leq -\alpha_3(\alpha_2^{-1}(\rho_s)) + L_x M \Delta + L_w' \theta. \quad (2.21)
$$

If the condition of Eq. 2.13 is satisfied, then there exists $\epsilon_w > 0$ such that the following inequality holds for $x(t_k) \in \Omega_\rho/\Omega_{\tilde{\rho}}$:

$$
\dot{V}(x(t)) \leq -\epsilon_w/\Delta, \forall t = [t_k, t_{k+1}).
$$

Integrating this bound on $t \in [t_k, t_{k+1})$, we obtain that:

$$
V(x(t_{k+1})) \leq V(x(t_k)) - \epsilon_w
$$

$$
V(x(t)) \leq V(x(t_k)), \forall t \in [t_k, t_{k+1})
$$

for all $x(t_k) \in \Omega_\rho/\Omega_{\tilde{\rho}}$. Using Eq. 2.22 recursively, it is proved that, if $x(t_k) \in \Omega_\rho/\Omega_{\tilde{\rho}}$, the state converges to $\Omega_{\tilde{\rho}}$ in a finite number of sampling times without leaving the stability region.

**Part 3:** We assume that the LEMPC of Eq. 2.5 operates in the second operation mode. We prove that if $x(t_k) \in \Omega_\rho$, then $V(x(t_{k+1})) \leq V(x(t_k))$ and the system state is ultimately bounded in an invariant set $\Omega_{\rho_{min}}$. Following similar steps as in Part 2, we can derive that the inequality of Eq. 2.22 hold for all $x(t_k) \in \Omega_\rho/\Omega_\rho_s$. Using this result recursively, it is proved that, if $x(t_k) \in \Omega_\rho/\Omega_{\rho_s}$, the state converges to $\Omega_{\rho_s}$ in a finite number of sampling times without leaving the stability region. Once the state converges to $\Omega_{\rho_s} \subseteq \Omega_{\rho_{min}}$, it remains inside $\Omega_{\rho_{min}}$ for all times. This statement holds because of the definition of $\rho_{min}$. This proves that the closed-loop system state under the LEMPC of Eq. 2.5 is ultimately bounded in $\Omega_{\rho_{min}}$.

**Remark 2.3.** Note that the set $\Omega_\rho$ (i.e., $V \leq \rho$) is an invariant set for the nominal
closed-loop system and is also an invariant set for the closed-loop system subject to bounded disturbances $w$ (i.e., $|w| \leq \theta$) under piece-wise continuous control action implementation when the conditions stated in Theorem 2.1 (as well as Theorem 2.2 presented in the next section) are satisfied. This can be interpreted as follows: $\dot{V}$ is negative everywhere in $\Omega_\rho$ but the origin when there are no disturbances and the control actions are updated continuously; furthermore, the further away from the origin the more negative $\dot{V}$ is. This implies that for sufficiently small disturbances (i.e., $\theta$ sufficiently small) and sufficiently small sampling time (i.e., $\Delta$ sufficiently small) $\dot{V}$ of the uncertain closed-loop system will continue to be negative for all $x \in \Omega_\rho$ but in a small ball around the origin (i.e., $\Omega_{\rho_{\min}}$).

**Remark 2.4.** Note that the term “ultimately bounded” for the state of a nonlinear dynamic system (particularly of the closed-loop system in this chapter) means that after a sufficiently large time, $t_q$, the state of the closed-loop system enters a compact (closed and bounded) set including the origin (i.e., $\Omega_{\rho_{\min}}$ for the closed-loop system of Eq. 2.1 under the LEMPC of Eq. 2.5) and stays within this set for all times $t \geq t_q$ (i.e., $x(t) \in \Omega_{\rho_{\min}}$ for $t \geq t_q$).

**Remark 2.5.** Instead of requiring that the closed-loop system state settles to a steady-state at the end of the prediction horizon as in [24], in the proposed design, the LEMPC of Eq. 2.5 has two different operation modes. In the first operation mode, the LEMPC optimizes the economic cost function within the region $\Omega_{\tilde{\rho}}$. When the proposed LEMPC is in the second operation mode, it drives the closed-loop system state to the steady-state. The LEMPC of Eq. 2.5 also possesses a stability region which can be explicitly characterized.

**Remark 2.6.** Note that in order to achieve optimal performance, in general, the prediction horizon of the LEMPC of Eq. 2.5 should be long enough to cover the period
in which the process operation should be optimized. However, long prediction horizon may not be practical for a real-time implementation of an MPC algorithm (especially when nonlinear systems with a large number of manipulated inputs are considered) because of the high computational burden. For certain applications, we may overcome this issue by driving part of the system states to certain economic optimal set-points and operating the rest of the system states in a time-varying manner to further maximize the economic cost function. This implies that we operate part of the system in the second operation mode and part of the system in the first operation mode simultaneously. Please see the example section for an application of this approach to a chemical process example.

2.3 Lyapunov-based economic MPC with asynchronous and delayed measurements

In this section, we consider the design of LEMPC for systems subject to asynchronous and delayed measurements. Specifically, we assume that the state of the system of Eq. 2.1, \( x(t) \), is available at asynchronous time instants \( \{ t_{a \geq 0} \} \) which is a random increasing sequence and the interval between two consecutive time instants is not fixed. We also assume that there are delays involved in the measurements. In order to model delays in measurements, an auxiliary variable \( d_a \) is introduced to indicate the delay corresponding to the measurement received at time \( t_a \), that is, at time \( t_a \), the measurement \( x(t_a - d_a) \) is received. In order to study the stability properties in a deterministic framework, we assume that there exists an upper bound \( T_m \) on the interval between two successive measurements (i.e., \( \max_a \{ t_{a+1} - t_a \} \leq T_m \)) and an upper bound \( D \) on the delays (i.e., \( d_a \leq D \)). These assumptions are reasonable from
a process control perspective. Because the delays are time-varying, it is possible that at a time instant $t_a$, the controllers may receive a measurement $x(t_a - d_a)$ which does not provide new information (i.e., $t_a - d_a < t_{a-1} - d_{a-1}$) and the maximum amount of time the system might operate in open-loop following $t_a$ is $D + T_m - d_a$. This upper bound will be used in the formulation of LEMPC for systems subject to asynchronous and delayed measurements. The reader may refer to [63] for more discussion on the modeling of asynchronous and delayed measurements.

### 2.3.1 LEMPC implementation strategy

At each asynchronous sampling time, when a delayed measurement is received, we propose to take advantage of the nominal system model of Eq. 2.1 and the manipulated inputs that have been applied to the system to estimate the current system state from the delayed measurement. Based on the estimate of the current system state, an MPC optimization problem is solved in order to decide the optimal future input trajectory that will be applied until the next new measurement is received. Similar to previous section, we introduce an LEMPC design which maximizes a cost function accounting for specific economic considerations. This LEMPC also has two operation modes.

From the initial time $t_0$ to $t'$, the LEMPC operates in the first operation mode. In this operation mode, the proposed LEMPC maximizes an economics-based cost function while maintaining the closed-loop system state in the stability region $\Omega_\rho$. In order to account for the asynchronous and delayed measurement as well as the disturbance, we consider another region $\Omega_{\hat{\rho}}$ with $\hat{\rho} < \rho$. Specifically, when a delayed measurement is received at a sampling time, the current system state is estimated. If the estimated current state is in the region $\Omega_{\hat{\rho}}$, the LEMPC maximizes the cost
function within the region $\Omega_{\hat{\rho}}$; if the estimated current state is in the region $\Omega_{\rho}/\Omega_{\hat{\rho}}$, the LEMPC first drives the system state to the region $\Omega_{\hat{\rho}}$ and then maximizes the cost function within $\Omega_{\hat{\rho}}$. The relation between $\rho$ and $\hat{\rho}$ will be characterized in Eq. 2.29 in Theorem 2.2.

After time $t'$, the system operates in the second operation mode. In this operation mode, the LEMPC calculates the inputs in a way that the Lyapunov function of the system continuously decreases to steer the state of the system to a neighborhood of the origin while taking into account asynchronous and delayed measurements.

The implementation strategy of the proposed LEMPC for systems subject to asynchronous and delayed measurements can be summarized as follows:

1. At a sampling time $t_a$, the controller receives the system state $x(t_a - d_a)$ from the sensors and estimates the current system state, $\hat{x}(t_a)$.
2. If $t_a < t'$, go to Step 3. Else, go to Step 4.
3. If $\hat{x}(t_a) \in \Omega_{\hat{\rho}}$, go to Step 3.1. Else, go to Step 3.2.
   3.1. The controller maximizes the economic cost function within $\Omega_{\hat{\rho}}$. Go to Step 5.
   3.2. The controller drives the system state to the region $\Omega_{\hat{\rho}}$. Go to Step 5.
4. The controller drives the system state to a small neighborhood of the origin.
5. Go to Step 1 ($a \leftarrow a + 1$).

**2.3.2 LEMPC formulation**

At a sampling time $t_a$, the MPC is evaluated to obtain the future input trajectories based on the received system state value $x(t_a - d_a)$. Specifically, the optimization
problem of the proposed LEMPC for systems subject to asynchronous and delayed measurements at $t_a$ is as follows:

$$\max_{u_1, \ldots, u_m \in S(\Delta)} \int_{t_a}^{t_a + N\Delta} L(\dot{x}(\tau), u_1(\tau), \ldots, u_m(\tau))d\tau$$  \hspace{1cm} (2.23a)

s.t. $\dot{\hat{x}}(t) = f(\hat{x}(t), u_1(t), \ldots, u_m(t), 0)$ \hspace{1cm} (2.23b)

$u_i(t) = u^*_i(t)$, $i = 1, \ldots, m$, $t \in [t_a - d_a, t_a)$ \hspace{1cm} (2.23c)

$u_i(t) \in U_i$, $i = 1, \ldots, m$, $t \in [t_a, t_a + N\Delta)$ \hspace{1cm} (2.23d)

$\hat{x}(t_a - d_a) = x(t_a - d_a)$ \hspace{1cm} (2.23e)

$\dot{\hat{x}}(t) = f(\hat{x}(t), h_1(\hat{x}(t_a + l\Delta)), \ldots, h_m(\hat{x}(t_a + l\Delta)), 0), \forall t \in [t_a + l\Delta, t_a + (l + 1)\Delta)$, $l = 0, \ldots, N - 1$ \hspace{1cm} (2.23f)

$\hat{x}(t_a) = \hat{x}(t_a)$ \hspace{1cm} (2.23g)

$V(\hat{x}(t)) \leq \hat{\rho}$, $\forall t \in [t_a, t_a + N\Delta)$, if $t_a \leq t'$ and $V(\hat{x}(t')) \leq \hat{\rho}$ \hspace{1cm} (2.23h)

$V(\hat{x}(t)) \leq V(\hat{x}(t)), \forall t \in [t_a, t_a + N_{Da}\Delta)$, if $t_a > t'$ or $\hat{\rho} < V(\hat{x}(t_a)) \leq \rho$ \hspace{1cm} (2.23i)

where $\hat{x}$ is the predicted trajectory of the system with control inputs calculated by this LEMPC, $u^*_i(t)$ with $i = 1, \ldots, m$ denotes the actual inputs that have been applied to the system, $x(t_a - d_a)$ is the received delayed measurement, $\hat{x}$ is the predicted trajectory of the system with the control inputs determined by $h_i(x)$ implemented in a sample-and-hold fashion, and $N_{Da}$ is the smallest integer that satisfies $T_m + D - d_a \leq N_{Da}\Delta$. The optimal solution to this optimization problem is denoted by $u^{a,*}_i(t|t_a)$, $i = 1, \ldots, m$, which is defined for $t \in [t_a, t_a + N\Delta)$.
There are two types of calculations in the optimization problem of Eq. 2.23. The first type of calculation is to estimate the current state $\hat{x}(t_a)$ based on the delayed measurement $x(t_a - d_a)$ and input values have been applied to the system from $t_a - d_a$ to $t_a$ (constraints of Eqs. 2.23b, 2.23c and 2.23e). The second type of calculation is to evaluate the optimal input trajectory of $u_i$ ($i = 1, \ldots, m$) based on $\hat{x}(t_a)$ while satisfying the input constraint of Eq. 2.23d and the stability constraints of Eqs. 2.23h and 2.23i. Note that the length of the constraint $N_{Da}$ depends on the current delay $d_a$, and thus, it may have different values at different time instants and has to be updated before solving the optimization problem of Eq. 2.23.

The manipulated inputs of the LEMPC of Eq. 2.23 for systems subject to asynchronous and delayed measurements are defined as follows:

$$u_j(t) = u_{j}^{\ast}(t|t_a), \forall t \in [t_a, t_{a+i})$$ (2.24)

for all $t_a$ such that $t_a - d_a > \max_{l<a} t_l - d_l$ and for a given $t_a$, the variable $i$ denotes the smallest integer that satisfies $t_{a+i} - d_{a+i} > t_a - d_a$ and $j = 1, \ldots, m$.

### 2.3.3 Stability analysis

In this subsection, we present the stability properties of the proposed LEMPC of Eq. 2.23 in the presence of asynchronous and delayed measurements. In order to proceed, we need the following proposition.

**Proposition 2.3** (c.f. [60, 79]). Consider the nominal sampled trajectory $\hat{x}(t)$ of the system of Eq. 2.1 in closed-loop for a controller $h(x)$, which satisfies the condition of
Eq. 2.2, obtained by solving recursively

\[ \dot{\hat{x}}(t) = f(\hat{x}(t), h_1(\hat{x}(t_k)), \ldots, h_m(\hat{x}(t_k)), 0), \quad t \in [t_k, t_{k+1}) \quad (2.25) \]

where \( t_k = t_0 + k\Delta, \ k = 0, 1, \ldots \) Let \( \Delta, \epsilon_s > 0 \) and \( \rho > \rho_s > 0 \) satisfy

\[ -\alpha_3 \left( \alpha_2^{-1}(\rho_s) \right) + L_x' M \Delta \leq -\epsilon_s/\Delta. \quad (2.26) \]

Then, if \( \hat{x}(t_0) \in \Omega_\rho \) and \( \rho_{\min} < \rho \) where \( \rho_{\min} \) is defined in Eq. 2.14, the following inequality holds

\[ V(\hat{x}(t)) \leq V(\hat{x}(t_k)), \quad \forall t \in [t_k, t_{k+1}). \quad (2.27) \]

\[ V(\hat{x}(t_k)) \leq \max\{V(\hat{x}(t_0)) - k\epsilon_s, \rho_{\min}\}. \quad (2.28) \]

Proposition 2.3 ensures that if the nominal system controlled by the Lyapunov-based controller \( h(x) \) implemented in a sample-and-hold fashion and with open-loop state estimation starts in \( \Omega_\rho \), then it is ultimately bounded in \( \Omega_{\rho_{\min}} \). Theorem 2.2 below provides sufficient conditions under which the LEMPC of Eq. 2.23 guarantees that the closed-loop system state is always bounded in \( \Omega_\rho \) and is ultimately bounded in a small region containing the origin.

**Theorem 2.2.** Consider the system of Eq. 2.1 in closed-loop under the LEMPC design of Eq. 2.23 based on a controller \( h(x) \) that satisfies the condition of Eq. 2.2. Let \( \epsilon_s > 0, \Delta > 0, \rho > \hat{\rho} > 0 \) and \( \rho > \rho_s > 0 \) satisfy the condition of Eq. 2.26 and satisfy

\[ \hat{\rho} \leq \rho - f_V(f_W(N\Delta)) \quad (2.29) \]
and

$$-N_R \epsilon_s + f_V(f_W(N_D \Delta)) + f_V(f_W(D)) < 0 \quad (2.30)$$

where $N_D$ is the smallest integer satisfying $N_D \Delta \geq T_m + D$ and $N_R$ is the smallest integer satisfying $N_R \Delta \geq T_m$. If $N \geq N_D$, $\hat{\rho} \geq \rho_s$, $x(t_0) \in \Omega_\rho$, $d_0 = 0$, then the closed-loop state $x(t)$ of the system of Eq. 2.1 is always bounded in $\Omega_\rho$ and is ultimately bounded in $\Omega_{\rho_a} \subset \Omega_\rho$ where

$$\rho_a = \rho_{\min} + f_V(f_W(N_D \Delta)) + f_V(f_W(D)). \quad (2.31)$$

**Proof 2.2.** When $x(t)$ is maintained in the stability region $\Omega_\rho$, the feasibility of the optimization problem of Eq. 2.23 can be proved following the same arguments as in Part 1 of the proof of Theorem 2.1. In the remainder of this proof, we focus on proving that $x(t)$ is always bounded in $\Omega_\rho$ and is ultimately bounded in $\Omega_{\rho_a}$. The proof consists of two parts. In Part 1, we prove that $x(t)$ is always maintained in $\Omega_\rho$ in the first operation mode; and in Part 2, we prove that $x(t)$ is ultimately bounded in $\Omega_{\rho_a}$ in the second operation mode.

In this proof, we assume that $x(t_a - d_a)$ is received at $t_a$ and the next asynchronous measurement containing new information is received at $t_{a+i}$ with $t_{a+i} = t_a + T_m$ and $T_m = N \Delta$. This corresponds to the worst case scenario from feedback control point of view. When $x(t)$ is proved to be bounded in $\Omega_\rho$ and ultimately bounded in $\Omega_{\rho_a}$ for this worst case, the results are also guaranteed for the general case (i.e., $t_{a+i} \leq t_a + N \Delta$).

**Part 1:** We assume that the LEMPC of Eq. 2.23 operates in the first operation mode. We prove that if $\dot{x}(t_a) \in \Omega_{\hat{\rho}}$, then $x(t_{a+i}) \in \Omega_\rho$; and if $\dot{x}(t_a) \in \Omega_\rho/\Omega_{\hat{\rho}}$, then $V(x(t_{a+i})) < V(x(t_a))$ and in finite steps, the state converges to $\Omega_{\hat{\rho}}$.

When $\dot{x}(t_a) \in \Omega_{\hat{\rho}}$, from the constraint of Eq. 2.23h, we obtain that $\dot{x}(t_{a+i}) \in$...
When \( x(t) \in \Omega_\rho \) for all times (this point will be proved below), we can apply Propositions 2.1 and 2.2 to obtain the following inequality:

\[
V(x(t_{a+i})) \leq V(\dot{x}(t_{a+i})) + f_V(f_W(N\Delta)). \tag{2.32}
\]

Since \( V(\dot{x}(t_{a+i})) \leq \dot{\rho} \), if the condition of Eq. 2.29 is satisfied, we can conclude that

\[
x(t_{a+i}) \in \Omega_\rho. \tag{2.33}
\]

When \( \dot{x}(t_a) \in \Omega_\rho/\Omega_{\dot{\rho}} \), from the condition of Eq. 2.23i, we can obtain that

\[
V(\dot{x}(t)) \leq V(\dot{x}(t)), \forall t \in [t_a, t_a + N_{D_a}\Delta]. \tag{2.34}
\]

By Proposition 2.3 and taking into account that \( \dot{\rho} > \rho_s \), the following inequality can be obtained

\[
V(\dot{x}(t_{a+i})) \leq \max\{V(\dot{x}(t_a)) - N_{D_a}\epsilon_s, \rho_{\text{min}}\}. \tag{2.35}
\]

By Propositions 2.1 and 2.2, we can obtain the following inequalities

\[
V(\dot{x}(t_a)) \leq V(x(t_a)) + f_V(f_W(d_a)). \tag{2.36}
\]

From the inequalities of Eqs. 2.32, 2.35 and 2.36, we can write that:

\[
V(x(t_{a+i})) \leq \max\{V(x(t_a)) - N_{D_a}\epsilon_s, \rho_{\text{min}}\} + f_V(f_W(d_a)) + f_V(f_W(N_{D}\Delta)). \tag{2.37}
\]

Note that in the derivation of the inequality of Eq. 2.37, we have taken into account that \( N_{D}\Delta \geq T_m + D - d_a \) for all \( d_a \).

In order to prove that the Lyapunov function is decreasing between \( t_a \) and \( t_{a+i} \),
the following inequality must hold

\[ N_{Da} \epsilon_s > f_V(f_W(N_D \Delta)) + f_V(f_W(d_a)) \]  

(2.38)

for all possible \( d_a \leq D \). Taking into account that \( f_W(\cdot) \) and \( f_V(\cdot) \) are strictly increasing functions of their arguments, that \( N_{Da} \) is a decreasing function of the delay \( d_a \) and that if \( d_a = D \) then \( N_{Da} = N_R \), if the condition of Eq. 2.30 is satisfied, then the condition of Eq. 2.38 holds for all possible \( d_a \) and there exist \( \epsilon_w > 0 \) such that the following inequality holds

\[ V(x(t_{a+i})) \leq \max\{V(x(t_a)) - \epsilon_w, \rho_a\} \]  

(2.39)

which implies that if \( x(t_a) \in \Omega_\rho/\Omega_{\hat{\rho}} \), then \( V(x(t_{a+i})) < V(x(t_a)) \). This also implies that the state converges to \( \Omega_{\hat{\rho}} \) in a finite number of sampling times without leaving the stability region.

\textit{Part 2:} We assume that the LEMPC of Eq. 2.23 operates in the second operation mode. We prove that \( x(t) \) is ultimately bounded in \( \Omega_{\rho_a} \). Following similar steps as in Part 1, we can again derive the condition of Eq. 2.39. Using this condition recursively, it is proved that, if \( x(t_0) \in \Omega_\rho \), then the closed-loop trajectory of the system of Eq. 2.1 under the LEMPC of Eq. 2.23 stay in \( \Omega_\rho \) and satisfy that

\[ \limsup_{t \to \infty} V(x(t)) \leq \rho_a. \]  

(2.40)

This proves the results stated in Theorem 2.2.
2.4 Application to a chemical process example

Consider a well-mixed, non-isothermal continuous stirred tank reactor (CSTR) where an irreversible second-order exothermic reaction \( A \rightarrow B \) takes place [86]. \( A \) is the reactant and \( B \) is the product. The feed to the reactor consists of pure \( A \) at flow rate \( F \), temperature \( T_0 \) and molar concentration \( C_{A0} \). Due to the non-isothermal nature of the reactor, a jacket is used to remove/provide heat to the reactor. The dynamic equations describing the behavior of the system, obtained through material and energy balances under standard modeling assumptions, are given below:

\[
\frac{dC_A}{dt} = \frac{F}{V}(C_{A0} - C_A) - k_0 e^{-\frac{E}{RT}}C_A^2 \tag{2.41a}
\]

\[
\frac{dT}{dt} = \frac{F}{V}(T_0 - T) + \frac{-\Delta H}{\sigma C_p} k_0 e^{-\frac{E}{RT}}C_A^2 + \frac{Q}{\sigma C_p V} \tag{2.41b}
\]

where \( C_A \) denotes the concentration of the reactant \( A \), \( T \) denotes the temperature of the reactor, \( Q \) denotes the rate of heat input/removal, \( V \) represents the volume of the reactor, \( \Delta H, k_0, \) and \( E \) denote the enthalpy, pre-exponential constant and activation energy of the reaction, respectively and \( C_p \) and \( \sigma \) denote the heat capacity and the density of the fluid in the reactor, respectively. The values of the process parameters used in the simulations are shown in Table 2.1. The process model of Eq. 2.41 is numerically simulated using an explicit Euler integration method with integration step \( h_c = 10^{-4} \) hr.

The process model has one unstable steady state and one stable steady state in the operating range of interest. The control objective is to regulate the process in a region around the unstable steady-state \((C_{As}, T_s)\) to maximize the production rate of \( B \). There are two manipulated inputs. One of the inputs is the concentration of \( A \) in the inlet to the reactor, \( C_{A0} \), and the other manipulated input is the external heat
Table 2.1: Parameter values

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit 1</th>
<th>Unit 2</th>
<th>Unit 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_0 )</td>
<td>300 K</td>
<td>( kJ/mol )</td>
<td>( m^3/hr )</td>
</tr>
<tr>
<td>( V )</td>
<td>1.0 m(^3)</td>
<td>5 ( m^3/hr )</td>
<td>1 ( m^3/hr )</td>
</tr>
<tr>
<td>( k_0 )</td>
<td>8.46 ( \times 10^6 ) ( m^3/hr )</td>
<td>1 ( m^3/hr )</td>
<td>5 ( m^3/hr )</td>
</tr>
<tr>
<td>( E )</td>
<td>5 ( m^3/hr )</td>
<td>( \Delta H )</td>
<td>( kJ/mmol )</td>
</tr>
<tr>
<td>( C_p )</td>
<td>0.231 ( kJ/kgK )</td>
<td>8.314 ( kJ/mmol )</td>
<td>2 ( kJ/mmol )</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>1000 ( kJ/mmol )</td>
<td>( C_{A0s} )</td>
<td>( m^3 )</td>
</tr>
<tr>
<td>( T_s )</td>
<td>400 ( K )</td>
<td>4 ( kmol/m^3 )</td>
<td>4 ( kmol/m^3 )</td>
</tr>
<tr>
<td>( Q_s )</td>
<td>0 ( KJ/hr )</td>
<td>( C_{A0s} )</td>
<td>( kmol/m^3 )</td>
</tr>
</tbody>
</table>

input/removal, \( Q \). The steady-state input values associated with the steady-state are denoted by \( C_{A0s} \) and \( Q_s \), respectively.

The process model of Eq. 2.41 belongs to the following class of nonlinear systems:

\[
\dot{x}(t) = f(x(t)) + g_1(x(t))u_1(t) + g_2(x(t))u_2(t) + w(t)
\]

where \( x^T = [C_A - C_{As} \ T - T_s] \) is the state, \( u_1 = C_{A0} - C_{A0s} \) and \( u_2 = Q - Q_s \) are the inputs, \( f = [f_1 \ f_2]^T \) and \( g_i = [g_{i1} \ g_{i2}]^T \) \( (i = 1, 2) \) are vector functions. The inputs are subject to constraints as follows: \( |u_1| \leq 3.5 \ kmol/m^3 \) and \( |u_2| \leq 5 \times 10^5 \ KJ/hr \).

\( w = [w_1 \ w_2]^T \) is the bounded disturbance vector (Gaussian white noise with variances \( \sigma_1 = 1 \ kmol/m^3 \) and \( \sigma_2 = 40 \ K \)) with \( |w_1| \leq 1 \ kmol/m^3 \) and \( |w_2| \leq 40 \ K \).

The economic measure that we consider in this example is as follows [86]:

\[
L(x, u_1, u_2) = \frac{1}{t_f} \int_0^{t_f} k_0 e^{-\frac{E}{T(\tau)}} C_A^2(\tau) d\tau \tag{2.42}
\]

where \( t_f = 1 \ hr \) is the final time of the simulation. This economic objective function is to maximize the average production rate over process operation for \( t_f = 1 \ hr \). We also consider that there is limitation on the amount of material which can be used
over the period $t_f$. Specifically, the control input trajectory of $u_1$ should satisfy the following constraint:

$$\frac{1}{t_f} \int_0^{t_f} u_1(\tau) d\tau = 1 \text{ kmol}/m^3. \quad (2.43)$$

This constraint means that the average amount of $u_1$ during one period is fixed. For the sake of simplicity and without loss of generality, we will refer to Eq. 2.43 as the integral constraint. It has been clarified in [86] (see also [54, 90, 99, 98]) that by periodic operation through switching between upper and lower bound the average production rate can be improved owing to the second-order dependence of the reaction rate on reactant concentration. In other words, since the amount of reactant material over one period of operation is fixed and the reaction is of second-order, to get the maximum reaction rate over one period, all of the material should be fed at the beginning of the process operation period. Since this policy is not practically implementable given the presence of constraints on $C_{A_0}$ value, periodic operation is the best practical choice to maximize the average production rate over one period subject to input constraints; please see simulations below.

In the first set of simulations, we assume that the state feedback information is available at synchronous time instants while in the second set of simulations we assume that the controller receives asynchronous and delayed measurements.

### 2.4.1 Synchronous measurement sampling

We will design an LEMPC following Eq. 2.5 to manipulate the two control inputs. We assume that the full system state $x$ is measured and sent to the LEMPC at synchronous time instants $t_k = k\Delta$, $k = 0, 1, \ldots$, with $\Delta = 0.01 \text{ hr} = 36 \text{ sec}$. The LEMPC horizon is $N = 10$. For the computation of the stability region, we consider a quadratic Lyapunov function $V(x) = x^T P x$ with $P = \text{diag}([796.17, 0.5])$. To estimate
the stability region $\Omega_\rho$, we evaluate $\dot{V}$ by assuming that $u_1$ is equally distributed over $t_f$ (i.e., $u_1(\tau) = 1, \ 0 \leq \tau \leq t_f$) and utilize feedback linearization for $u_2$ subject to input constraint $u_{2}^{\text{max}}$ and bounded disturbance ($|w_1| \leq 1 \text{ kmol/m}^3$ and $|w_2| \leq 40 \text{ K}$).

Since the LEMPC is evaluated at discrete-time instants during the closed-loop simulation, the integral constraint is enforced as follows:

$$\sum_{i=0}^{M-1} u_1(t_i) = \frac{t_f}{\Delta}$$ (2.44)

where $M = 100$.

To ensure that the integral constraint is satisfied through the period $t_f$, at every sampling time in which the LEMPC obtains the optimal control input trajectory, it utilizes the previously computed inputs $u_1$ to constrain the first step value of the control input trajectory $u_1$ at the current sampling time. Based on the cost function formulation, for maximization purposes, it is expected that $C_A$ and $T$ should be increased which results in the fact that at the beginning of the closed-loop simulation $u_1$ should rise to its maximum value and after a while it will go down to its lowest value to satisfy the integral constraint. We assume that the decrease of the Lyapunov function starts from the beginning of the simulation (i.e., $t' = 0$) for part of the system state (i.e., temperature). To maximize the production rate, we pick a temperature set-point near the boundary of the stability region ($T = 430 \text{ K}$), considering the constraints on the control input $Q$. Due to the fact that the first differential equation ($C_A$) in Eq 2.41 is input-to-state-stable (ISS) with respect to $T$, and the contractive constraint of Eq. 2.45g (see Eq. 2.45) ensures that the temperature converges to the set-point, the stability of the closed-loop system is guaranteed in the operating range of interest. To this end, we define $V_T(t_k) = (T(t_k) - 430)^2$. The LEMPC formulation
for the chemical process example in question has the following form:

\[
\max_{u_1, u_2 \in S(\Delta)} \frac{1}{N \Delta} \int_{t_k}^{t_{k+N}} \left[ k_0 e^{-\frac{E}{RT} C_A^2(\tau)} \right] d\tau
\]  

(2.45a)

\[
\dot{x}(t) = f(\tilde{x}(t)) + \sum_{i=1}^{2} g_i(\tilde{x}(t)) u_i(t)
\]

(2.45b)

\[
u_1(t) \in g_\zeta, \ \forall \ t \in [t_k, t_{k+1})
\]

(2.45c)

\[
\tilde{x}(t_k) = x(t_k)
\]

(2.45d)

\[
\tilde{x}(t) \in \Omega_\rho
\]

(2.45e)

\[
u_i(t) \in U_i
\]

(2.45f)

\[
\frac{dV_T(t_k)}{dT} (f_2(x(t_k)) + g_{22}(x(t_k)) u_2(t_k)) \leq -\gamma V_T(t_k)
\]

(2.45g)

where \(x(t_k)\) is the measurement of the process state at sampling time \(t_k\), \(\gamma = 9.53\) and the constraint of Eq. 2.45c implies that the first step value of \(u_1\) should be chosen to satisfy the integral constraint where the explicit expression of \(g_\zeta\) can be computed based on Eq. 2.44 and the magnitude constraint on \(u_1\). Also, the constraint of Eq. 2.45g enforces the Lyapunov function, based on the temperature, to decrease from the beginning of the simulation. The simulations were carried out using Java programming language in a Pentium 3.20 GHz computer. The optimization problems were solved using the open source interior point optimizer Ipopt [97].

The purpose of the following set of simulations is to demonstrate that: I) the proposed LEMPC design stabilizes the closed-loop system for different initial conditions; II) the proposed LEMPC design maximizes the economic measure \(L(x, u_1, u_2)\); III) the proposed LEMPC design achieves practical closed-loop stability under different
initial conditions; and IV) the proposed LEMPC design affords a higher cost function value compared to the steady-state operation. We consider two different scenarios in terms of the existence of process disturbance.

Figures 2.1 and 2.2 depict the state and manipulated input profiles, respectively, without process disturbances starting from the initial condition \((2\,\text{kmol/m}^3, 440\,\text{K})\). Figures 2.3 and 2.4 depict the state and manipulated input profiles, respectively, without process disturbances starting from the initial condition \((2\,\text{kmol/m}^3, 400\,\text{K})\). These simulations demonstrate that in the absence of disturbances the LEMPC of Eq. 2.45 drives the closed-loop system temperature at the desired steady-state, 430 K. Figures 2.5-2.8 show the corresponding state and manipulated input profiles starting from the two initial conditions under bounded process disturbances (Gaussian white noise with variances \(\sigma_1 = 1\,\text{kmol/m}^3\) and \(\sigma_2 = 40\,\text{K}\)) with \(|w_1| \leq 1\,\text{kmol/m}^3\) and \(|w_2| \leq 40\,\text{K}\). Figure 2.9 shows a possible realization of the process disturbance. As expected, in all scenarios, \(u_1\) goes up to its allowable maximum value to increase reactant concentration as much as possible early on (given the second-order reaction rate) and after a while it drops to its minimum value to satisfy the integral constraint \((\frac{1}{t_f} \int_0^{t_f} u_1(\tau)d\tau = 1)\). On the other hand, the temperature rises as fast as possible when the temperature initial condition is below 430 K to maximize the reaction rate, and it decreases as slow as possible when the initial temperature is above 430 K to maintain the maximum possible reaction rate while satisfying the stability constraint; in both cases, the temperature finally settles at \(T = 430\,\text{K}\) and the LEMPC design of Eq. 2.45 achieves practical stability. Figure 2.10 shows \(\Omega_\rho\) with \(\rho = 2500\) and three closed-loop system trajectories which start at \((2\,\text{kmol/m}^3, 400\,\text{K})\) (inside of \(\Omega_\rho\); solid line), \((2\,\text{kmol/m}^3, 440\,\text{K})\) (inside of \(\Omega_\rho\); dotted line) and \((1\,\text{kmol/m}^3, 500\,\text{K})\) (outside of \(\Omega_\rho\); dashed line), respectively. This set of simulations demonstrates that in this case it is possible to achieve closed-loop stability even for initial conditions outside \(\Omega_\rho\), demonstrating
that in the present example the computed $\Omega_p$ estimate is a rather conservative one.

Also, we have carried out a set of simulations to confirm that the application of the LEMPC design with the integral constraint on $u_1$ improves the economic objective function compared to the case that the system operates at a steady-state satisfying the integral constraint. It should be mentioned that this comparison is performed under the case that there is no process disturbance. This steady-state is computed by assuming that the reactant material amount is equally distributed in the interval $[0, t_f]$. To carry out this comparison, we have computed the total cost of each scenario based on the index of the following form:

$$ J = \frac{1}{t_M} \sum_{i=0}^{M} \left[ k_0 e^{-\frac{E}{RT(t_i)}} C_A^2(t_i) \right] $$
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Figure 2.3: State trajectories of the process under the LEMPC design of Eq. 2.45 for initial condition \((C_A(0), T(0)) = (2 \text{ kmol/m}^3, 400 \text{K})\) without disturbances.

Figure 2.4: Manipulated input trajectories under the LEMPC design of Eq. 2.45 for initial condition \((C_A(0), T(0)) = (2 \text{ kmol/m}^3, 400 \text{K})\) without disturbances.

Figure 2.5: State trajectories of the process under the LEMPC design of Eq. 2.45 for initial condition \((C_A(0), T(0)) = (2 \text{ kmol/m}^3, 440 \text{K})\) subject to disturbances.
Figure 2.6: Manipulated input trajectories under the LEMPC design of Eq. 2.45 for initial condition \((C_A(0), T(0)) = (2\, \text{kmol/m}^3, 440\, \text{K})\) subject to disturbances.

Figure 2.7: State trajectories of the process under the LEMPC design of Eq. 2.45 for initial condition \((C_A(0), T(0)) = (2\, \text{kmol/m}^3, 400\, \text{K})\) subject to disturbances.

Figure 2.8: Manipulated input trajectories under the LEMPC design of Eq. 2.45 for initial condition \((C_A(0), T(0)) = (2\, \text{kmol/m}^3, 400\, \text{K})\) subject to disturbances.
Figure 2.9: Disturbance realization for $\sigma_1 = 1 \text{ kmol/m}^3$ and $\sigma_2 = 40 \text{ K}$ with $|w_1| \leq 1 \text{ kmol/m}^3$ and $|w_2| \leq 40 \text{ K}$

Figure 2.10: Estimation of $\Omega_\rho$ and three closed-loop system trajectories for synchronous measurement case with disturbances.
where $t_0 = 0 \ hr$, $t_M = 1 \ hr$ and $M = 100$. To be consistent in comparison we set $u_1$ to a constant value over the simulation such that it satisfies the integral constraint while letting $u_2$ be computed by the controller. By comparing the cost function values, we find that in the proposed LEMPC design via time-varying operation (starting from $(C_A, T) = (2\ \text{kmol/m}^3, 400\ K)$), the cost function achieves a higher value (19299.47) compared to the case of steady-state operation (17722.07) (i.e., equal in time distribution of the reactant). Also, by starting from $(C_A, T) = (2\ \text{kmol/m}^3, 440\ K)$, the cost function achieves a higher value (19459.67) compared to the case of steady-state operation (17852.85).

### 2.4.2 Asynchronous measurements with delay

For this set of simulations, it is assumed that the state measurements of the process are available asynchronously at time instants $\{t_{a \geq 0}\}$ with an upper bound $T_m = 6\Delta$ on the maximum interval between two successive asynchronous state measurements, where $\Delta$ is the controller and sensor sampling time and is chosen to be $\Delta = 0.01 \ hr = 36 \ sec$. To model the time sequence $\{t_{a \geq 0}\}$, we use an upper bounded Poisson process. The Poisson process is defined by the number of events per unit time $W$. The interval between two successive concentration sampling times (events of the Poisson process) is given by $\Delta_a = \min\{-\ln\chi/W, T_m\}$, where $\chi$ is a random variable with uniform probability distribution between 0 and 1. This generation ensures that $\max_a\{t_{a+1} - t_a\} \leq T_m$. In this example, $W$ is chosen to be $W = 25$. A gaussian random process is used to generate the associated delay sequence $\{d_{a \geq 0}\}$ with $d_a \leq D$ while $D = 3\Delta$. Figure 2.11 shows the asynchronous time instants when measurements are available and the corresponding delay size associated with each measurement.

The LEMPC formulation for the chemical process example in question subject to
asynchronous and delayed state measurements has the following form:

\[
\max_{u_1, u_2 \in S(\Delta)} \frac{1}{N\Delta} \int_{t_a}^{t_a+N\Delta} \left[ k_0 e^{-\frac{E}{RT}(\tau)} C_A^2(\tau) \right] d\tau
\] (2.46a)

\[
\dot{x}(t) = f(\tilde{x}(t)) + \sum_{i=1}^{2} g_i(\tilde{x}(t)) u_i^*(t), \quad \forall \ t \in [t_a - d_a, t_a)
\] (2.46b)

\[
\dot{x}(t) = f(\tilde{x}(t)) + \sum_{i=1}^{2} g_i(\tilde{x}(t)) u_i(t), \quad \forall \ t \in [t_a, t_a + N\Delta)
\] (2.46c)

\[
u_1(t) \in g_\zeta, \quad \forall \ t \in [t_a, t_a + N\Delta)
\] (2.46d)

\[
\tilde{x}(t_a - d_a) = x(t_a - d_a)
\] (2.46e)

\[
\tilde{x}(t) \in \Omega_\rho
\] (2.46f)

\[
u_i(t) \in U_i
\] (2.46g)

\[
V_T(t_a + (l + 1)\Delta) \leq \beta V_T(t_a + l\Delta) \quad l = 0, \ldots, N_{Da}
\] (2.46h)

where \(x(t_a)\) is the measurement of the process state at sampling time \(t_a\) and \(\beta = 1/1.1 = 0.909\). The constraint of Eq. 2.46h forces the Lyapunov function, based on the temperature, to decrease for \(N_{Da}\) sampling times.

Figures 2.12 and 2.13 show the state and manipulated input profiles, respectively,
starting from the initial condition \((2 \text{kmol/m}^3, 440K)\) under bounded process disturbances (the same to the ones used in the case of synchronous measurement sampling). Figures 2.14 and 2.15 show the corresponding state and manipulated input profiles, respectively, starting from the initial condition \((2 \text{kmol/m}^3, 400K)\), respectively. From these figures, we can see similar results as in the case of synchronous measurement sampling, such as, \(u_1\) goes up to its allowable maximum value to increase the reactant concentration as much as possible early on and the temperature rises as fast as possible when the temperature initial condition is below 430 \(K\) to maximize the reaction rate and it decreases as slow as possible when the initial temperature is above 430 \(K\) to maintain the maximum possible reaction rate. From these figures, we can also see that the practical stability of the closed-loop system is ensured in the presence of asynchronous and delayed measurements. This is because in the design of the LEMPC of Eq. 2.46, asynchronous and delayed measurements are taken explicitly into account. Similar to the synchronous measurement case, Figure 2.16 shows \(\Omega_\rho\) with \(\rho = 2500\) and three closed-loop system trajectories which start at \((2 \text{kmol/m}^3, 400K)\) (inside of \(\Omega_\rho\); solid line), \((2 \text{kmol/m}^3, 440K)\) (inside of \(\Omega_\rho\); dotted line) and \((1 \text{kmol/m}^3, 500K)\) (outside of \(\Omega_\rho\); dashed line), respectively.

Finally, we have also carried out two sets of simulations in which: a) the integral
Figure 2.13: Manipulated input trajectories under the LEMPC design of Eq. 2.46 for initial condition \((C_A(0), T(0)) = (2\ \text{kmol/m}^3, 440K)\) subject to asynchronous and delayed measurements and disturbances.

Figure 2.14: State trajectories of the process under the LEMPC design of Eq. 2.46 for initial condition \((C_A(0), T(0)) = (2\ \text{kmol/m}^3, 400K)\) subject to asynchronous and delayed measurements and disturbances.

Figure 2.15: Manipulated input trajectories under the LEMPC design of Eq. 2.46 for initial condition \((C_A(0), T(0)) = (2\ \text{kmol/m}^3, 400K)\) subject to asynchronous and delayed measurements and disturbances.
Figure 2.16: Estimation of $\Omega_\rho$ and three closed-loop system trajectories for asynchronous measurement case with disturbances.
constraint is enforced over a time period of two hours, and b) the integral constraint is enforced over two consecutive one-hour periods. Figures 2.17 and 2.18 depict the state and input trajectories of the closed-loop system in case (a) and Figures 2.19 and 2.20 depict the state and input trajectories in case (b). These figures illustrate that the periodic operation of the plant under the proposed LEMPC can be readily achieved for different operating scenarios.
Figure 2.19: State trajectories of the process under the LEMPC design of Eq. 2.46 for initial condition \((C_A(0), T(0)) = (2 \text{ kmol/m}^3, 400 K)\) subject to asynchronous and delayed measurements and disturbances under enforcing the integral constraint over two consecutive one-hour periods.

Figure 2.20: Manipulated input trajectories under the LEMPC design of Eq. 2.46 for initial condition \((C_A(0), T(0)) = (2 \text{ kmol/m}^3, 400 K)\) subject to asynchronous and delayed measurements and disturbances under enforcing the integral constraint over two consecutive one-hour periods.
2.5 Conclusions

In this chapter, we developed LEMPC designs which are capable of optimizing closed-loop performance with respect to general economic considerations for nonlinear systems. First, we considered nonlinear systems with synchronous measurement sampling and uncertain variables, and designed an LEMPC via Lyapunov-based techniques. The proposed LEMPC design has two different operation modes. The first operation mode corresponds to the period in which the cost function should be optimized; and in this operation mode, the LEMPC maintains the closed-loop system state within the stability region and optimizes the cost function to its maximum extent. The second operation mode corresponds to operation in which the system is driven by the LEMPC to an appropriate steady-state. Subsequently, we extended the results to nonlinear systems subject to asynchronous and delayed measurements and uncertain variables. In both LEMPC designs, suitable constraints were incorporated to guarantee that the closed-loop system state is always bounded in the stability region and is ultimately bounded in small regions containing the origin. The theoretical results were illustrated through a chemical process example.
Chapter 3

State Estimation-Based Economic Model Predictive Control of Nonlinear Systems

In this chapter, we focus on a class of nonlinear systems and design an estimator-based economic model predictive control (EMPC) system. Working with the class of full-state feedback linearizable nonlinear systems, we use a high-gain observer to estimate the nonlinear system state using output measurements and a Lyapunov-based approach to design an EMPC system that uses the observer state estimates. We prove, using singular perturbation arguments, that the closed-loop system is practically stable provided the observer gain is sufficiently large. We use a chemical process example to demonstrate the ability of the state-estimation based EMPC to achieve process time-varying operation that leads to a superior cost performance metric compared to steady-state operation. In the example, the high-gain observer is used to obtain estimates of the reactant concentration from temperature measurements; a
meaningful case in process control practice.

3.1 Preliminaries

3.1.1 Notation

The notation $|\cdot|$ is used to denote the Euclidean norm of a vector. A continuous function $\alpha : [0,a) \to [0,\infty)$ is said to belong to class $\mathcal{K}$ if it is strictly increasing and satisfies $\alpha(0) = 0$. A continuous function $\beta : [0,a) \times [0,\infty) \to [0,\infty)$ is said to belong to class $\mathcal{KL}$ if, for each fixed $s$, the mapping $\beta(r,s)$ belongs to class $\mathcal{K}$, and for each fixed $r$, the mapping $\beta(r,s)$ is decreasing with respect to $s$ and $\beta(r,s) \to 0$ as $s \to \infty$. The symbol $\Omega_r$ is used to denote the set $\Omega_r := \{x \in \mathbb{R}^n : V(x) \leq r\}$ where $V$ is a sufficiently smooth, positive definite scalar function and $r > 0$, and the operator '/' denotes set subtraction, that is, $A/B := \{x \in \mathbb{R}^n : x \in A, x \notin B\}$. The notation $L^k_f h(\cdot)$ denotes the standard $k$-th order Lie derivative of a scalar function $h(\cdot)$ with respect to the vector function $f(\cdot)$. The notation $L_gL_f h(\cdot)$ denotes the mixed Lie derivative of a scalar function $h(\cdot)$, with respect to vector functions $f(\cdot)$ and $g(\cdot)$. The symbol $\text{diag}(v)$ denotes a matrix whose diagonal elements are the elements of vector $v$ and all the other elements are zeros. $\text{sat}(\cdot)$ denotes the standard saturation function. $I_n$ and $0_n$ are the identity matrix and a vector of zeros of dimension $n$, respectively. Also, the ball $B_\delta$ with radius $\delta > 0$ is defined as $B_\delta = \{x \in \mathbb{R}^n : |x| \leq \delta\}$.
3.1.2 Class of Nonlinear Systems

We consider single-input single-output nonlinear systems described by the following state-space model:

\[
\begin{align*}
\dot{x} &= f(x) + g(x)u \\
y &= h(x)
\end{align*}
\]  

(3.1)

where \( x \in \mathbb{R}^n \) denotes the vector of state variables of the system, \( x(t_0) = x(0) = x_0 \), \( u \in \mathbb{R} \) is the manipulated input and \( y \in \mathbb{R} \) is the measured output. The manipulated input is restricted to be in a nonempty convex set \( U \subseteq \mathbb{R} \), which is defined as \( U := \{ u \in \mathbb{R} : |u| \leq u_{\text{max}} \} \) where \( u_{\text{max}} \) is the magnitude of the input constraint. We assume that \( f, g \) and \( h \) are sufficiently smooth functions and that the origin is an equilibrium point of the unforced nominal system (i.e., system of Eq. 3.1 with \( u(t) \equiv 0 \)) which implies that \( f(0) = 0 \). Without loss of generality, in this chapter we focus on single input, single output systems; however, the proposed approach can be extended to multi-input multi-output systems in a conceptually straightforward manner. We assume that the output measurement \( y \) of the system is continuously available at all times. We also assume that the system in Eq. 3.1 is full-state feedback linearizable. Thus, the relative degree of the output with respect to the input is \( n \). Assumption 3.1 below states this requirement.

Assumption 3.1. There exists a set of coordinates

\[
z = \begin{bmatrix} z_1 \\ z_2 \\ \vdots \\ z_n \end{bmatrix} = T(x) = \begin{bmatrix} h(x) \\ L_fh(x) \\ \vdots \\ L_f^{n-1}h(x) \end{bmatrix}
\]  

(3.2)
such that the system of Eq. 3.1 can be written as:

\[
\begin{align*}
\dot{z}_1 &= z_2 \\
& \quad \vdots \\
\dot{z}_{n-1} &= z_n \\
\dot{z}_n &= L_f^n h(T^{-1}(z)) + L_g L_f^n h(T^{-1}(z))u \\
y &= z_1
\end{align*}
\]

where \( L_g L_f^n h(x) \neq 0 \) for all \( x \in R^{n_x} \).

Using Assumption 3.1, the system of Eq. 3.1 can be rewritten in the following compact form:

\[
\begin{align*}
\dot{z} &= Az + B[L_f^n h(T^{-1}(z)) + L_g L_f^n h(T^{-1}(z))u] \\
y &= Cz
\end{align*}
\]

where

\[
A = \begin{bmatrix} 0_{n-1} & I_{n-1} \\ 0 & 0_{T_{n-1}} \end{bmatrix}, \quad B = \begin{bmatrix} 0_{n-1} \\ 1 \end{bmatrix}, \quad C = \begin{bmatrix} 1 \\ 0_{n-1} \end{bmatrix}
\]

Remark 3.1. We note that Assumption 3.1 imposes certain practical restrictions on the applicability of the method, however, this should be balanced with the nature of the results achieved by the output feedback controller (please see Theorem 3.1 below) in the sense that for a sufficiently large observer gain, the closed-loop system under the output feedback controller approaches the closed-loop stability region and performance of the state feedback controller (essentially a nonlinear separation-principle that is achieved because of Assumption 3.1 and the use of a high-gain observer). This is an assumption imposed in all previous works that use high-gain observers for state estimation, starting from the early work of Khalil and co-workers [50]. With respect
to practical restrictions, our example demonstrates that the method is applicable to a class of chemical reactor models. We note that the requirement of full state linearizability can be relaxed by allowing for inverse dynamics (case where the relative degree, r, is smaller than the system dimension n; i.e., input/output linearizable systems) at the expense of having an additional observer to estimate the state of the inverse dynamics; please see [26] for a detailed development of this case.

3.1.3 Stabilizability assumption

We assume that there exists a state feedback controller $u = k(x)$, which renders the origin of the closed-loop system asymptotically stable while satisfying the input constraints for all the states $x$ inside a given stability region. Using converse Lyapunov theorems [18, 59], this assumption implies that there exist class $\mathcal{K}$ functions $\alpha_i(\cdot)$, $i = 1, 2, 3, 4$ and a continuously differentiable Lyapunov function $V(x)$ for the closed-loop system, that satisfy the following inequalities:

$$
\alpha_1(|x|) \leq V(x) \leq \alpha_2(|x|)
$$

$$
\frac{\partial V(x)}{\partial x} (f(x) + g(x)k(x)) \leq -\alpha_3(|x|)
$$

$$
\left| \frac{\partial V(x)}{\partial x} \right| \leq \alpha_4(|x|)$$

$$
k(x) \in U$$

(3.3)

for all $x \in D \subseteq \mathbb{R}^n$ where $D$ is an open neighborhood of the origin. We denote the region $\Omega_\rho \subseteq D$ as the stability region of the closed-loop system under the controller $k(x)$. Using the smoothness assumed for the $f$ and $g$, and taking into account that the manipulated input $u$ is bounded, there exists a positive constant $M$ such that

$$
|f(x) + g(x)u| \leq M$$

(3.4)
for all \( x \in \Omega_\rho \) and \( u \in U \). In addition, by the continuous differentiable property of the Lyapunov function \( V(x) \) and the smoothness of \( f \) and \( g \), there exist positive constants \( L_x, L_u, C_x, C_g' \) and \( C_g \) such that

\[
\begin{align*}
| \frac{\partial V}{\partial x} f(x) - \frac{\partial V}{\partial x} f(x') | & \leq L_x |x - x'| \\
| \frac{\partial V}{\partial x} g(x) - \frac{\partial V}{\partial x} g(x') | & \leq L_u |x - x'| \\
| f(x) - f(x') | & \leq C_x |x - x'| \\
| g(x) - g(x') | & \leq C_g' |x - x'| \\
| \frac{\partial V}{\partial x} g(x) | & \leq C_g
\end{align*}
\]

for all \( x, x' \in \Omega_\rho \) and \( u \in U \).

### 3.1.4 State Estimation via High Gain Observer

The state estimation-based EMPC takes advantage of a high-gain observer ([50, 68]), which obtains estimates of the output derivatives up to order \( n - 1 \) and consequently, provides estimates of the transformed system state \( z \), to obtain the estimated state of the system \( \hat{x} \) through the inverse transformation \( T^{-1}(\cdot) \). Proposition 3.1 below defines the high-gain observer equations and establishes precise conditions under which the combination of the high-gain observer and of the controller \( k(x) \) together with appropriate saturation functions to eliminate wrong estimates enforce asymptotic stability of the origin in the closed-loop system for sufficiently large observer gain. The proof of the proposition follows from the results in [26, 23].

**Proposition 3.1.** Consider the nonlinear system of Eq. 3.1 for which Assumption 3.1 holds. Also, assume that there exists a \( k(x) \) for which Eq. 3.3 holds and it enforces local exponential stability of the origin in the closed-loop system. Consider the nonlinear...
system of Eq. 3.1 under the output feedback controller

\[ u = k(\hat{x}) \]  

(3.6)

where

\[ \hat{x} = T^{-1}(\text{sat}(\hat{z})) \]  

(3.7)

and

\[ \dot{\hat{z}} = A\hat{z} + L(y - C\hat{z}) \]  

(3.8)

with

\[ L = \left[ \frac{a_1}{\epsilon} \quad \frac{a_2}{\epsilon^2} \quad \ldots \quad \frac{a_n}{\epsilon^n} \right]^T, \]

and the parameters \( a_i \) are chosen such that the roots of

\[ s^n + a_1 s^{n-1} + \ldots + a_{n-1} s + a_n = 0 \]  

(3.9)

are in the open left-half of the complex plane. Then given \( \delta \), there exists \( \epsilon^* \) such that if \( \epsilon \in (0, \epsilon^*], |\hat{z}(0)| \leq z_m, x(0) \in \Omega_\delta \) with \( z_m \) being the maximum of the vector \( \hat{z} \) for \( |\hat{z}| \leq \beta_z(\delta_z, 0) \) where \( \beta_z \) is a class \( \mathcal{KL} \) function and \( \delta_z = \max\{|T(x)|, x \in \Omega_\delta\} \); the origin of the closed-loop system is asymptotically stable. This stability property implies that given \( \epsilon \in (0, \epsilon^*] \) and some positive constant \( e_m > 0 \) there exists positive real constant \( t_b > 0 \) such that if \( x(0) \in \Omega_\delta \) and \( |\hat{z}(0)| \leq z_m \), then \( |x(t) - \hat{x}(t)| \leq e_m \) for all \( t \geq t_b \).

**Remark 3.2.** Note that in Proposition 3.1, saturation function, \( \text{sat}() \), is used to eliminate the peaking phenomenon associated with the high-gain observer, see for example [50]. Note also that it is considered that the estimated state \( \hat{x} \) has converged to the actual state \( x \), when the estimation error \( |x - \hat{x}| \) is less or equal than a given
bound $e_m$. The time needed to converge, is given by $t_b$ which is proportional to the observer gain $1/\epsilon$. During this transient, the value of the Lyapunov function $V(x)$ may increase. Finally, we note that for nonlinear MPC designs, computational complexity of the state estimation scheme is very critical. A high-gain observer, as adopted in this chapter, can be solved very fast and it could be more suitable in the context of output feedback control. Other state observers (e.g., moving horizon estimation) may also be used to estimate the system state but the closed-loop stability for this case needs to be studied carefully.

3.2 State Estimation-Based Economic MPC

In this section, we consider the design of an estimation-based Lyapunov-based EMPC (LEMPC) for nonlinear systems (see also [38, 37]). We assume that the output measurements are continuously available. Also, LEMPC is evaluated at synchronous time instants $\{t_{k\geq0}\}$ with $t_k = t_0 + k\Delta$, $k = 0, 1, \ldots$ where $t_0 = 0$ is the first time that LEMPC is evaluated while the high gain observer has converged and $\Delta$ is the LEMPC sampling time.

3.2.1 Implementation strategy

The high gain observer of Eq. 3.8 receives output measurements (i.e., $y$) and provides estimated system states (i.e., $\hat{x}$) continuously. At each sampling time $t_k$, the LEMPC obtains the estimated system state $\hat{x}(t_k)$ from the observer. Based on $\hat{x}(t_k)$, the LEMPC takes advantage of the nominal system model to predict the future evolution of the system over a finite prediction horizon while maximizing a cost function that accounts for specific economic considerations.
The two-mode operation architecture in Chapter 2 (see also [34, 33, 32, 10]) is adopted in the design of the LEMPC. Specifically, we assume that from the time $t_0$ up to a specific time $t'$ where without loss of generality $t'$ is assumed to be a multiple of LEMPC sampling time, the LEMPC operates in the first operation mode to maximize the economic cost function while maintaining the closed-loop system state in the stability region $\Omega_\rho$. In this operation mode, in order to account for the high gain observer effect, we consider another region $\Omega_{\rho_e}$ with $\rho_e < \rho$. If the estimated current state is in the region $\Omega_{\rho_e}$, the LEMPC maximizes the cost function within the region $\Omega_{\rho_e}$; if the estimated current state is in the region $\Omega_\rho/\Omega_{\rho_e}$, the LEMPC first drives the system state to the region $\Omega_{\rho_e}$ and then maximizes the cost function within $\Omega_{\rho_e}$.

After time $t'$, the LEMPC operates in the second operation mode and calculates the inputs in a way that the state of the closed-loop system is driven to a neighborhood of the desired steady-state through the knowledge of the Lyapunov-based controller $k(x)$.

The above described implementation strategy of the proposed LEMPC can be summarized as follows:

1. Based on the output measurements $y(t)$, the high gain observer estimates continuously the system state $\hat{x}(t)$. The LEMPC gets a sample of the estimated system state at $t_k$ from the observer.

2. If $t_k < t'$, go to Step 3. Else, go to Step 4.

3. If $\hat{x}(t_k) \in \Omega_{\rho_e}$, go to Step 3.1. Else, go to Step 3.2.

   3.1. The controller maximizes the economic cost function within $\Omega_{\rho_e}$. Go to Step 5.
3.2. The controller drives the system state to the region $\Omega_{\rho_e}$ and then maximizes the economic cost function within $\Omega_{\rho_e}$. Go to Step 5.

4. The controller drives the system state to a small neighborhood of the origin.

5. Go to Step 1 ($k \leftarrow k + 1$).

Remark 3.3. The two-mode operation in the design and implementation of the proposed output feedback LEMPC is adopted in order to reconcile two objectives: 1) time-varying operation (off steady-state operation) of the process that optimizes a given economic cost function, ensuring boundedness for the closed-loop system state within a well-defined stability region (mode 1), and 2) eventual convergence of the closed-loop system state to an economically optimal steady-state (mode 2). We note that it is not necessary to adopt a two-mode operation strategy and it is possible to operate the process under mode 1 for arbitrary large period of time (i.e., $t'$ can be made arbitrarily large). The operation in mode 2, where the state of the closed-loop system state converges eventually to a steady-state (potentially economically optimal) is very often dictated by practical considerations which require time-invariant operation at steady-state to minimize wear and tear on the control actuators. Possible reasons for picking $t'$ (i.e., duration of operation in mode 1) in practice may include acceptable time to operate the process in time-varying fashion given actuator specifications and economic considerations.

3.2.2 LEMPC formulation

The LEMPC is evaluated to obtain the future input trajectories based on estimated state $\hat{x}(t_k)$ provided by the high gain observer. Specifically, the optimization problem
of the proposed LEMPC is as follows:

\[
\max_{u \in S(\Delta)} \int_{t_k}^{t_{k+N}} L(\tilde{x}(\tau), u(\tau)) d\tau
\]  
(3.10a)

s.t. \( \dot{\tilde{x}}(\tau) = f(\tilde{x}(\tau)) + g(\tilde{x}(\tau))u(\tau) \)  
(3.10b)

\( u(\tau) \in U, \ \tau \in [t_k, t_{k+N}] \)  
(3.10c)

\( \tilde{x}(t_k) = \hat{x}(t_k) \)  
(3.10d)

\( V(\tilde{x}(t)) \leq \rho_e, \ \forall t \in [t_k, t_{k+N}], \ \text{if} \ t_k \leq t' \text{ and } V(\hat{x}(t_k)) \leq \rho_e \)  
(3.10e)

\( L_g V(\hat{x}(t_k))u(0) \leq L_g V(\hat{x}(t_k))k(\hat{x}(t_k)) \),  

if \( t_k > t' \) or \( \rho_e < V(\hat{x}(t_k)) \leq \rho \)  
(3.10f)

where \( \tilde{x} \) is the predicted trajectory of the system with control inputs calculated by this LEMPC and \( S(\Delta) \) is the family of piecewise continuous functions with period \( \Delta \) which allows to obtain an optimization problem to be solved at each sampling time with a finite number decision variables. The constraint of Eq. 3.10b is the system model used to predict the future evolution of the system subject to the input constraint of Eq. 3.10c. The constraint of Eq. 3.10e is associated with the operation mode 1 which restricts the predicted system state to be in the set \( \Omega_{\rho_e} \) while the constraint of Eq. 3.10f is associated with the operation mode 2 and the operation mode 1 when the estimated system state is out of the predefined set \( \Omega_{\rho_e} \). This constraint makes sure that the amount of reduction of the Lyapunov function value when the first step of LEMPC input is applied is at least at the level achieved by applying \( k(x) \). The optimal solution to this optimization problem is denoted by \( u^*(t|t_k) \), which is defined for \( t \in [t_k, t_{k+N}) \). The manipulated inputs of the LEMPC of Eq. 3.10 are defined as
follows:
\[ u(t) = u^*(t|t_k), \forall t \in [t_k, t_{k+1}) \]  \hspace{1cm} (3.11)

### 3.3 Closed-loop Stability Analysis

To state our main closed-loop stability result, we need the following proposition.

**Proposition 3.2** (c.f. [34]). Consider the system of Eq. 3.1 in closed-loop under the LEMPC of Eq. 3.10 with state feedback (i.e., \( \hat{x}(t_k) = x(t_k) \)) based on a controller \( k(\cdot) \) that satisfies the conditions of Eq. 3.3. Let \( \epsilon_w > 0, \Delta > 0 \) and \( \rho > \rho_s > 0 \) satisfy the following constraint:
\[
-\alpha_3(\alpha_2^{-1}(\rho_s)) + L_x M \Delta \leq -\epsilon_w / \Delta. \hspace{1cm} (3.12)
\]

If \( x(0) \in \Omega_{\rho} \), then \( x(t) \in \Omega_{\rho}, \forall t \geq 0 \). Furthermore, there exists a class \( KL \) function \( \beta \) and a class \( K \) function \( \gamma \) such that
\[
|x(t)| \leq \beta(|x(t^*)|, t - t^*) + \gamma(\rho^*) \hspace{1cm} (3.13)
\]

with \( \rho^* = \max\{V(x(t + \Delta)) : V(x(t)) \leq \rho_s\}, \forall x(t^*) \in B_\delta \subset \Omega_{\rho} \) and \( \forall t \geq t^* > t' \) where \( t^* \) is chosen such that \( x(t^*) \in B_\delta \).

Theorem 3.1 below provides sufficient conditions under which the state estimation-based LEMPC of Eq. 3.10 with the high-gain observer of Eq. 3.8 guarantees that the state of the closed-loop system of Eq. 3.1 is always bounded and is ultimately bounded in a small region containing the origin. To state Theorem 3.1, we need the following definitions:
\[
e_i = \frac{1}{\epsilon_i^{n-1}}(y^{(i-1)} - \hat{z}_i), \ i = 1, \ldots, n, \hspace{1cm} (3.14)
\]
\[
e = [e_1 e_2 \ldots e_n]^T \hspace{1cm} (3.15)
\]
and

\[
A^* = \begin{bmatrix}
-a_1 & 1 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
-a_{n-1} & 0 & 0 & \cdots & 0 & 1 \\
-a_n & 0 & 0 & \cdots & 0 & 0
\end{bmatrix}, \quad b = \begin{bmatrix}
0 \\
\vdots \\
0 \\
1
\end{bmatrix}
\] (3.16)

where \( y^{(i-1)} \) is the \((i-1)\)-th derivative of the output measurement \( y \) and \( \hat{z}_i \) is the \( i \)-th component of \( \hat{z} \).

**Theorem 3.1.** Consider the system of Eq. 3.1 in closed-loop with \( u \) computed by the state estimation-based LEMPC of Eqs. 3.7, 3.8 and 3.10 based on a feedback controller \( k(\cdot) \) that satisfies the conditions of Eq. 3.3. Let Assumption 3.1, Eq. 3.12 and Eqs. 3.14-3.16 hold and choose the parameters \( a_i \) \((i = 1, \ldots, n)\) such that the roots of Eq. 3.9 are in the open left-half of the complex plane. Then there exist a class \( KL \) function \( \beta \), a class \( K \) function \( \gamma \), a pair of positive real numbers \( (\delta_x, d_x) \), \( 0 < \rho_e < \rho, \epsilon^* > 0 \) and \( \Delta^* > 0 \) such that if \( \max\{|x(0)|, |e(0)|\} \leq \delta_x, \epsilon \in (0, \epsilon^*], \Delta \in (0, \Delta^*], \)

\[-\alpha_3(\alpha_1^{-1}(\rho_e)) + (M\Delta + e_m)(L_x + L_uu^{\text{max}}) < 0 \] (3.17)

and

\[\rho_e \leq \rho - \alpha_4(\alpha_1^{-1}(\rho))M \max\{t_b(\epsilon), \Delta\} \] (3.18)

with \( t_b \) defined in Proposition 3.1, then \( x(t) \in \Omega_{\rho} \forall t \geq 0. \) Furthermore, \( \forall t \geq t^* > t', \) the following bound holds:

\[|x(t)| \leq \beta(|x(t^*)|, t - t^*) + \gamma(\rho^*) + d_x \] (3.19)

**Proof 3.1.** When \( u = u^* \) is obtained from the state estimation-based LEMPC of Eqs. 3.7, 3.8 and 3.10, the closed-loop system takes the following singularly perturbed
First, we compute the reduced-order slow and fast closed-loop subsystems related to Eq. 3.20 and prove the closed-loop stability of the slow and fast subsystems.

Setting $\epsilon = 0$ in Eq. 3.20, we obtain the corresponding slow subsystem as follows:

\[
\dot{x} = f(x) + g(x)u^*(\hat{x}) \quad (3.21a)
\]
\[
A^*e = 0 \quad (3.21b)
\]

Taking into account the fact that $A^*$ is non-singular and $e = [0 \ 0 \ \ldots \ 0]^T$ is the unique solution of Eq. 3.21b, we can obtain $\hat{z}_i = y(i-1), \ i = 1, \ldots, n$ and $x(t) = \hat{x}(t)$. This means that the closed-loop slow subsystem is reduced to the one studied in Proposition 3.2 under state feedback. According to Proposition 3.2, if $x(0) \in B_\delta \subset \Omega_{\rho}$, then $x(t) \in \Omega_{\rho}, \ \forall t \geq 0$ and $\forall t \geq t^* > t'$, the following bound holds:

\[
| x(t) | \leq \beta(| x(t^*) |, t - t^*) + \gamma(\rho^*) \quad (3.22)
\]

where $\rho^*$ and $t^*$ have been defined in Proposition 3.2.

Introducing the fast time scale $\bar{\tau} = \frac{t}{\epsilon}$ and setting $\epsilon = 0$, the closed-loop fast subsystem can be represented as follows:

\[
\frac{de}{d\bar{\tau}} = A^*e \quad (3.23)
\]

Since $A^*$ is Hurwitz, the closed-loop fast subsystem is also stable. Moreover, there
exist \( k_e \geq 1 \) and \( a_e > 0 \) such that:

\[
|e(\tau)| \leq k_e |e(0)| e^{-a_e \tau}, \quad \forall \tau \geq 0.
\] (3.24)

Next, we consider \( t \in (0, \max\{\Delta, t_b\}) \) and \( t \geq \max\{\Delta, t_b\} \) separately and prove that if conditions stated in Theorem 3.1 are satisfied, the boundedness of the state is ensured. Note that \( t_b \) decreases as \( \epsilon \) decreases.

When \( x(0) \in B_{\delta_x} \subset \Omega_{\rho_e} \subset \Omega_{\rho} \), and \( \delta_x < \delta \), considering the closed-loop system state trajectory:

\[
\dot{x}(t) = f(x(t)) + g(x(t))u^*(\hat{x}(0)), \quad \forall t \in (0, \max\{\Delta, t_b\})
\]

and using Eqs. 3.4 and 3.3, we can obtain that for all \( t \in (0, \max\{\Delta, t_b\}) \):

\[
V(x(t)) = V(x(0)) + \int_0^t \dot{V}(x(\tau))d\tau \\
= V(x(0)) + \int_0^t \frac{\partial V(x(\tau))}{\partial x} \dot{x}(\tau)d\tau \\
\leq \rho_e + M \max\{\Delta, t_b(\epsilon)\} \alpha_4(\alpha_1^{-1}(\rho))
\] (3.25)

Since \( t_b \) decreases as \( \epsilon \) decreases, there exist \( \Delta_1 \) and \( \epsilon_1 \) such that if \( \Delta \in (0, \Delta_1) \) and \( \epsilon \in (0, \epsilon_1) \), Eq. 3.18 holds and thus,

\[
V(x(t)) < \rho, \quad \forall t \in (0, \max\{\Delta, t_b\}].
\] (3.26)

For \( t \geq \max\{\Delta, t_b\} \), we have that \( |x(t) - \hat{x}(t)| \leq e_m \) (this follows from Proposition 3.1 and \( e_m \) decreases as \( \epsilon \) decreases), and we can write the time derivative of the Lyapunov function along the closed-loop system state of Eq. 3.1 under the state estimation-based LEMPC of Eqs. 3.7, 3.8 and 3.10 for all \( t \in [t_k, t_{k+1}) \) (assuming without loss of
generality that \( t_k = \max\{\Delta, t_b\} \) as follows

\[
\dot{V}(x(t)) = \frac{\partial V(x(t))}{\partial x}(f(x(t)) + g(x(t))u^*(\hat{x}(t_k)))
\]  

(3.27)

Adding and subtracting the term \( \frac{\partial V(\hat{x}(t_k))}{\partial x}(f(\hat{x}(t_k)) + g(x(t_k))u^*(\hat{x}(t_k))) \) to/from the above inequality and taking advantage of Eqs. 3.3 and 3.10f, we can obtain

\[
\dot{V}(x(t)) \leq -\alpha_3(a_1^{-1}(\rho_s)) + \frac{\partial V(x)}{\partial x}(f(x(t)) - f(\hat{x}(t_k))
\]

\[ + u^*(\hat{x}(t_k))(g(x(t_k)) - g(\hat{x}(t_k)))) \]  

(3.28)

Using the smoothness properties of \( V(\cdot), f(\cdot), g(\cdot) \) and Eq. 3.5, we can obtain

\[
\dot{V}(x(t)) \leq -\alpha_3(a_1^{-1}(\rho_s)) + (L_x + L_u u_{\text{max}})|x(t) - \hat{x}(t_k)|
\]  

(3.29)

By taking advantage of \( |x(t) - \hat{x}(t_k)| \leq |x(t) - x(t_k)| + |x(t_k) - \hat{x}(t_k)| \leq M\Delta + e_m \) (using Eq. 3.4) and the fact that the estimation error is bounded by \( e_m \) for \( t \geq \max\{\Delta, t_b\} \), we have

\[
\dot{V}(x(t)) \leq -\alpha_3(a_1^{-1}(\rho_s)) + (L_x + L_u u_{\text{max}})(M\Delta + e_m)
\]  

(3.30)

Picking \( \epsilon_2 \) and \( \Delta_2 \) such that \( \forall \epsilon \in (0, \epsilon_2] \) and \( \forall \Delta \in (0, \Delta_2] \), Eq. 3.17 is satisfied, the closed-loop system state \( x(t) \) is bounded in \( \Omega_\rho, \forall t \geq \max\{\Delta, t_b\} \). Finally, using similar arguments to the proof of Theorem 1 in [16], we have that there exist class \( \mathcal{KL} \) function \( \beta \), positive real numbers \( (\delta_x, d_x) \) (note that the existence of \( \delta_x < \delta \) such that \( |x(0)| \leq \delta_x \) follows from the smoothness of \( V(x) \)), and \( 0 < \epsilon^* < \min\{\epsilon_1, \epsilon_2\} \) and \( 0 < \Delta^* < \min\{\Delta_1, \Delta_2\} \) such that if \( \max\{|x(0)|, |e(0)|\} \leq \delta_x, \epsilon \in (0, \epsilon^*] \) and \( \Delta \in (0, \Delta^*] \), then, the bound of Eq.3.19 holds for all \( t \geq 0 \).

Remark 3.4. It needs to be clarified that under state feedback LEMPC, the closed-loop
system state is always bounded in $\Omega$ for both mode 1 and mode 2 operation; however, for mode 2 operation, after time $t^*$ the closed-loop system state enters the ball $B_{\delta}$, and the closed-loop system state can be bounded by Eq. 3.22. On the other hand, in state estimation-based LEMPC, the closed-loop system state is always bounded in $\Omega$, if the initial system state belongs in $B_{\delta_x} \subset \Omega_p \subset \Omega$.

**Remark 3.5.** In this chapter, we consider that there is no measurement noise in the process output and assume that the full system model is available. We can consider a smaller stability region, say $\Omega_\rho$, which takes into account the effect of measurement noise as well as a lower observer gain to deal better with measurement noise. Please refer to Chapter 6 of [19] (see also [10]) for a detailed discussion on how to determine the stability region $\Omega_\rho$ in the presence of measurement noise and to the example Section for an evaluation of the closed-loop performance of the proposed output feedback controller under measurement noise.

**Remark 3.6.** If the initial condition $x(t_0)$ (and the following $\hat{x}(t_k)$ estimate) is outside of the stability region $\Omega$, we can not take advantage of the stability properties of the nonlinear controller $k(x)$. However, since $\Omega$ is an estimate of the stability region, it is possible to achieve closed-loop stability under the proposed LEMPC design for states outside of $\Omega$. In the case that $x(t_k)$ is outside of $\Omega$, the proposed LEMPC mode 1 can be made feasible by removing the constraint of Eq. 3.10f at the expense of losing closed-loop stability guarantees.

**Remark 3.7.** The major motivation for taking advantage of the nonlinear controller $k(x)$ arises from the need for formulating an a priori feasible economic MPC problem for a well-defined set of initial conditions. The control action of $k(x)$ is always a feasible candidate for the proposed LEMPC design (even though the LEMPC via optimization is free to choose a different control action) and the LEMPC can take
advantage of $k(x)$ to characterize its own corresponding stability region. In addition, the closed-loop system state is always bounded in the invariant stability region of $k(x)$.

### 3.4 Application To A Chemical Process Example

Consider a well-mixed, non-isothermal continuous stirred tank reactor (CSTR) where an irreversible, second-order, endothermic reaction $A \rightarrow B$ takes place, where $A$ is the reactant and $B$ is the desired product. The feed to the reactor consists of pure $A$ at flow rate $F$, temperature $T_0$ and molar concentration $C_{A0}$. Due to the non-isothermal nature of the reactor, a jacket is used to provide heat to the reactor. The dynamic equations describing the behavior of the reactor, obtained through material and energy balances under standard modeling assumptions, are given below:

\[
\frac{dC_A}{dt} = \frac{F}{V}(C_{A0} - C_A) - k_0e^{\frac{E}{RT}}C_A^2
\]  

(3.31a)

\[
\frac{dT}{dt} = \frac{F}{V}(T_0 - T) + \frac{-\Delta H}{\sigma C_p}k_0e^{\frac{E}{RT}}C_A^2 + \frac{Q_s}{\sigma C_p V}
\]  

(3.31b)

where $C_A$ denotes the concentration of the reactant $A$, $T$ denotes the temperature of the reactor, $Q_s$ denotes the steady-state rate of heat supply to the reactor, $V$ represents the volume of the reactor, $\Delta H, k_0,$ and $E$ denote the enthalpy, pre-exponential constant and activation energy of the reaction, respectively, and $C_p$ and $\sigma$ denote the heat capacity and the density of the fluid in the reactor, respectively. The values of the process parameters used in the simulations are shown in Table 3.1. The process model of Eq. 3.31 is numerically simulated using an explicit Euler integration method with integration step $h_c = 10^{-3} \text{ hr}$.

The process model has one stable steady-state in the operating range of interest.
The control objective is to economically optimize the process in a region around the stable steady-state \((C_{As}, T_s)\) to maximize the average production rate of \(B\) through manipulation of the concentration of \(A\) in the inlet to the reactor, \(C_{A0}\). The steady-state input value associated with the steady-state point is denoted by \(C_{A0s}\). The process model of Eq. 3.31 belongs to the following class of nonlinear systems:

\[
\dot{x}(t) = f(x(t)) + g(x(t))u(t)
\]

where \(x^T = [x_1 \ x_2] = [C_A - C_{As} \ T - T_s]\) is the state, \(u = C_{A0} - C_{A0s}\) is the input, \(f = [f_1 \ f_2]^T\) and \(g_i = [g_{i1} \ g_{i2}]^T\) \((i = 1, 2)\) are vector functions. The input is subject to constraint as follows: \(|u| \leq 3.5 kmol/m^3\). There is an economic measure considered in this example as follows [86]:

\[
L(x, u) = \frac{1}{t_f} \int_0^{t_f} k_0 e^{-\frac{E}{RT(\tau)}} C_A^2(\tau) d\tau
\]

(3.32)

where \(t_f = 1 \ hr\) is the time duration of the reactor operation. This economic objective function highlights the maximization of the average production rate over process operation for \(t_f = 1 \ hr\). We also consider that there is a limitation on the amount
of reactant material which can be used over the operation period $t_f$. The average amount of the manipulated input trajectory $u$ during one period of operation is fixed. Specifically, $u$ should satisfy the following constraint:

$$
\frac{1}{t_f} \int_0^{t_f} u(\tau) d\tau = 1 \text{ kmol/m}^3.
$$

(3.33)

For the sake of simplicity, we will refer to Eq. 3.33 as the material constraint. It should be emphasized that due to the second-order dependence of the reaction rate on the reactant concentration, the production rate can be improved through switching between upper and lower bounds of the manipulated input [86], as opposed to steady-state operation via steady in time distribution of the reactant in the feed. In this section we will design an estimation-based LEMPC to manipulate the $C_{A0}$ subject to the material constraint. In the first set of simulations, we assume that state feedback information is available at synchronous time instants while in the second set of simulations we take advantage of a high-gain observer to estimate the reactant concentration from temperature measurements.

In terms of the Lyapunov-based controller, we use a proportional controller (P controller) in the form $u = -\gamma_1 x_1 - \gamma_2 x_2$ subject to input constraints and the quadratic Lyapunov function $V(x) = x^T P x$ where $\gamma_1 = 1.6$, $\gamma_2 = 0.01$, $P = diag([110, 11, 0.12])$ and $\rho = 430$. It should be emphasized that $\Omega_\rho$ has been estimated through evaluation of $\dot{V}$ when we apply the proportional controller. We assume that the full system state $x = [x_1 \ x_2]^T$ is measured and sent to the LEMPC at synchronous time instants $t_k = k\Delta$, $k = 0, 1, \ldots$, with $\Delta = 0.01 \ hr = 36 \ sec$ in the first set of simulations while for output feedback LEMPC only temperature ($x_2$) is available to LEMPC and a high-gain observer is utilized to estimate the reactant concentration from temperature measurements. Considering the material constraint which needs
to be satisfied through one period of process operation, a decreasing LEMPC horizon sequence \( N_0, \ldots, N_{99} \) where \( N_i = 100 - i \) and \( i = 0, \ldots, 99 \) is utilized at the different sampling times. At each sampling time \( t_k \), LEMPC with horizon \( N_k \) takes into account the leftover amount of reactant material and adjusts its horizon to predict future system state up to time \( t_f = 1 \) hr to maximize the average production rate. Since the LEMPC is evaluated at discrete-time instants during the closed-loop simulation, the material constraint is enforced as follows:

\[
\sum_{i=0}^{M-1} u(t_i) = \frac{t_f}{\Delta}
\]

where \( M = 100 \). As LEMPC proceeds at different sampling times, this constraint is adjusted according to the optimal manipulated input at previous sampling times. Specifically, the state feedback LEMPC formulation for the chemical process example in question has the following form:

\[
\max_{u \in S(\Delta)} \frac{1}{N_k \Delta} \int_{t_k}^{t_k+N_k} \left[ k_0 e^{-\frac{E}{RT(\tau)}} C_A^2(\tau) \right] d\tau
\]

\[
\dot{x}(t) = f(\tilde{x}(t)) + g(\tilde{x}(t))u(t), \quad t \in [t_k, t_k+N_k]
\]

\[
\sum_{i=k}^{k+N_k-1} u(t_i|t_k) = \zeta_k
\]

\[
\tilde{x}(t_k) = x(t_k)
\]

\[
V(\tilde{x}(t)) \leq \rho, \quad t \in [t_k, t_k+N_k]
\]

\[
u(t) \in U, \quad t \in [t_k, t_k+N_k]
\]

where \( x(t_k) \) is the process state measurement at sampling time \( t_k \) and the predicted
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system state along the LEMPC horizon is restricted in the invariant set \( \Omega_\rho \) through enforcement of the constraint of Eq. 3.35e subject to the manipulated input constraint of Eq. 3.35f. The constraint of Eq. 3.35c implies that the optimal values of \( u \) along the prediction horizon should be chosen to satisfy the material constraint where the explicit expression of \( \zeta_k \) can be computed based on Eq. 3.34 and the optimal manipulated input values prior to sampling time \( t_k \). In other words, this constraint indicates the amount of the remaining reactant material at each sampling time. Thus, it ensures that the material constraint is enforced through one period of process operation.

In terms of the initial guess for solving the optimization problem of Eq. 3.35, at the first sampling time we take advantage of the Lyapunov-based controller while for the subsequent sampling times, a shifted version of the optimal solution of the previous sampling time is utilized. The simulations were carried out using Java programming language in a Pentium 3.20 GHz computer and the optimization problems were solved using the open source interior point optimizer Ipopt [97]. The purpose of the following set of simulations is to demonstrate that: I) the proposed LEMPC design subject to state and output feedback restricts the system state in an invariant set; II) the proposed LEMPC design maximizes the economic measure of Eq. 3.35a; and III) the proposed LEMPC design achieves a higher objective function value compared to steady-state operation with equal distribution in time of the reactant material. We have also performed simulations for the case that the constraint of Eq. 3.35e is not included in the LEMPC design of Eq. 3.35. In this case, the process state is not constrained to be in a specific invariant set.

Figures 3.1-3.3 illustrate the process state profile in state space (temperature \( T \) versus concentration \( C_A \)) considering the stability region \( \Omega_\rho \), the time evolution of process state and the manipulated input profile for the LEMPC formulation of Eq. 3.35 with and without the state constraint of Eq. 3.35e, respectively. In both
cases the initial process state is \((1.3 \ \text{kmol/m}^3, 320 \ K)\). For both cases, the material constraint is satisfied while in the unconstraint state case, there is more freedom to compute the optimal input trajectory to maximize the average production rate. It needs to be emphasized that the process state trajectory under the LEMPC design of Eq. 3.35 subject to the constraint of Eq. 3.35e never leaves the invariant level set \(\Omega_\rho\) when this constraint is enforced. We have also compared the time-varying operation through LEMPC of Eq. 3.35 to steady-state operation where the reactant material is uniformly distributed in the feed to the reactor over the process operation time (1 hr), from a closed-loop performance point of view. To carry out this comparison, we have computed the total cost of each operating scenario based on an index of the following form:

\[
J = \frac{1}{t_M} \sum_{i=0}^{M} \left[ k_0 e^{-\frac{E}{RT(t_i)}} C_2^2(t_i) \right]
\]

where \(t_0 = 0 \ \text{hr}, t_M = 1 \ \text{hr}\) and \(M = 100\). To be consistent in comparison, both of the simulations have been initialized from the steady-state point \((2 \ \text{kmol/m}^3, 350 K)\).

We find that through time-varying LEMPC operation, there is approximately 7% improvement with respect to steady-state operation. Specifically, in the case of LEMPC operation with \(\rho = 430\) the cost is 13.48, in the case of LEMPC operation with \(\rho = \infty\) (LEMPC of Eq. 3.35 without the state constraint of Eq. 3.35e) the cost is 13.55 and in the case of steady-state operation the cost is 12.66.

We have also performed closed-loop simulation with the state estimation-based LEMPC. For this set of simulation the high-gain observer parameters are \(\epsilon = 0.01\), \(a_1 = a_2 = 1\), \(\rho_e = 400\) and \(z_m = 1685\); the high-gain observer is of the form of Eq. 3.8 with \(n = 2\). In this case, the LEMPC formulation at each sampling time is initialized by the estimated system state \(\hat{x}(t_k)\) while the output (temperature) measurement is continuously available to the high-gain observer. To ensure that the actual system
Figure 3.1: $\Omega_\rho$ and state trajectories of the process under the LEMPC design of Eq. 3.35 with state feedback and initial state $(C_A(0), T(0)) = (1.3 \text{kmol/m}^3, 320\text{K})$ for one period of operation with (solid line) and without (dash-dotted line) the constraint of Eq. 3.35e. The symbols $\circ$ and $\times$ denote the initial ($t = 0 \text{ hr}$) and final ($t = 1 \text{ hr}$) state of these closed-loop system trajectories, respectively.

Figure 3.2: State trajectories of the process under the LEMPC design of Eq. 3.35 with state feedback and initial state $(C_A(0), T(0)) = (1.3 \text{kmol/m}^3, 320\text{K})$ for one period of operation with (solid line) and without (dash-dotted line) the constraint of Eq. 3.35e.
state is restricted in $\Omega_\rho$, we set $\rho_e = 400$. Figures 3.4-3.6 illustrate the process state profile in state space (temperature $T$ versus concentration $C_A$) considering the stability region $\Omega_\rho$, the time evolution of process states and the manipulated input profile for the LEMPC formulation of Eq. 3.35 using high-gain observer and with the state constraint of Eq. 3.35e, respectively. Similar to the state feedback case, the initial process state is $(1.3 \, \text{kmol/m}^3, 320 \, \text{K})$. Through LEMPC implementation, the material constraint is satisfied while the closed-loop system state is restricted inside the stability region $\Omega_\rho$. The cost is 12.98 which is above the one for steady-state operation (12.66).

Also, we performed a set of simulations to compare LEMPC with the Lyapunov-based controller from an economic closed-loop performance point of view for operation over two consecutive one hour periods. To be consistent in this comparison in the sense that both the LEMPC and the Lyapunov-based controller use the same, available amount of reactant material, we start the simulation in both cases from the same initial condition $(2.44 \, \text{kmol/m}^3, 321.96 \, \text{K})$, which corresponds to the steady-state of the process when the available reactant material is uniformly distributed over each period of operation. The objective of the Lyapunov-based controller is to keep the system state at this steady-state, while the output feedback LEMPC leads to
Figure 3.4: $\Omega_\rho$ and state trajectories of the process under state estimation-based LEMPC and initial state $(C_A(0), T(0)) = (1.3 \frac{\text{kmol}}{m^3}, 320 K)$ for one period of operation subject to the constraint of Eq. 3.35e. The symbols $\circ$ and $\times$ denote the initial ($t = 0 \text{ hr}$) and final ($t = 1 \text{ hr}$) state of this closed-loop system trajectories, respectively.

Figure 3.5: State trajectories of the process under state estimation-based LEMPC and initial state $(C_A(0), T(0)) = (1.3 \frac{\text{kmol}}{m^3}, 320 K)$ for one period of operation subject to the constraint of Eq. 3.35e.
Figure 3.6: Manipulated input trajectory under state estimation-based LEMPC and initial state \((C_A(0), T(0)) = (1.3 \text{ kmol/m}^3, 320K)\) for one period of operation subject to the constraint of Eq. 3.35e.

time-varying operation that optimizes directly the economic cost. The corresponding economic costs for this two-hour operation are 26.50 for the LEMPC and 25.61 for the Lyapunov-based controller.

Finally, we performed a set of simulations to highlight the effect of bounded measurement noise. Figures 3.7-3.9 display the closed-loop system state and manipulated input of the state-estimation-based LEMPC subject to bounded output (temperature) measurement noise whose absolute value is bounded by 1 K. As it can be seen in Figures 3.7-3.9, the controller can tolerate the effect of measurement noise; in this case, \(\rho_e\) was reduced to 370 to improve the robustness margin of the controller to measurement noise. Economic closed-loop performance in this case is 12.95.

## 3.5 Conclusions

In this chapter, we designed an estimator-based EMPC for the class of full-state feedback linearizable nonlinear systems. A high-gain observer is used to estimate the nonlinear system state using output measurements and a Lyapunov-based approach is adopted to design the EMPC that uses the observer state estimates. It was proved, using singular perturbation arguments, that the closed-loop system is
Figure 3.7: $\Omega_{\rho}$ and state trajectories of the process under state estimation-based LEMPC and initial state $(C_A(0), T(0)) = (1.3 \text{ kmol/m}^3, 320K)$ for one period of operation subject to the constraint of Eq. 3.35e and bounded measurement noise. The symbols $\circ$ and $\times$ denote the initial ($t = 0 \text{ hr}$) and final ($t = 1 \text{ hr}$) state of this closed-loop system trajectories, respectively.

Figure 3.8: State trajectories of the process under state estimation-based LEMPC and initial state $(C_A(0), T(0)) = (1.3 \text{ kmol/m}^3, 320K)$ for one period of operation subject to the constraint of Eq. 3.35e and bounded measurement noise.
practically stable provided the observer gain is sufficiently large. A chemical process example was used to demonstrate the ability of the state estimation-based economic MPC to achieve time-varying process operation that leads to a superior cost performance metric compared to steady-state operation using the same amount of reactant material.
Chapter 4

Algorithms for Improved
Finite-Time Performance of
Lyapunov-Based Economic Model
Predictive Control of Nonlinear Systems

In Chapter 2, we presented a two-mode Lyapunov-based economic MPC (LEMPC) design for nonlinear systems which is also capable of handling asynchronous and delayed measurements and extended it in the context of distributed MPC [10]. Despite the above recent progress, at this point, there is limited work to ensure improvement of closed-loop performance through time-varying operation via economic MPC with respect to operation under conventional MPC in the context of finite time operation. An important recent work has established improved economic MPC
performance over steady-state operation for infinite-time operation [1]. Motivated by the lack of available methodologies to guarantee performance of economic MPC for finite-time operation, this chapter presents two Lyapunov-based economic model predictive control (LEMPC) algorithms for nonlinear systems which are capable of optimizing closed-loop performance with respect to a general objective function that may directly address economic considerations. The LEMPC algorithms proposed in this chapter ensure improved performance, measured by the desired economic cost, over conventional LMPC by solving auxiliary LMPC problems and incorporating appropriate constraints in their formulations at various sampling times. The proposed LEMPC schemes may dictate time-varying process operation, take advantage of a predefined Lyapunov-based explicit feedback law to characterize their stability region while maintaining the closed-loop system state in an invariant set subject to bounded process disturbances. The LEMPC algorithms are demonstrated through a nonlinear chemical process example and their superiority with respect to conventional LMPC schemes is demonstrated for a broad set of initial conditions.

4.1 Preliminaries

4.1.1 Notation

The notation $| \cdot |$ is used to denote the Euclidean norm of a vector. A continuous function $\alpha : [0,a) \rightarrow [0,\infty)$ is said to belong to class $\mathcal{K}$ if it is strictly increasing and satisfies $\alpha(0) = 0$. The symbol $\Omega_r$ is used to denote the set $\Omega_r := \{ x \in \mathbb{R}^{n_x} : V(x) \leq r \}$ where $V$ is a continuously differentiable, positive definite scalar function and $r > 0$, and the operator ‘/’ denotes set subtraction, that is, $A/B := \{ x \in \mathbb{R}^{n_x} : x \in A, x \notin B \}$. The symbol $\text{diag}(v)$ denotes a matrix whose diagonal elements are
the elements of vector \( v \) and all the other elements are zeros.

### 4.1.2 Class of nonlinear systems

We consider a class of nonlinear systems which can be described by the following state-space model:

\[
\dot{x}(t) = f(x(t), u(t), w(t))
\]

where \( x \in R^n \) denotes the vector of state variables of the system, and \( u \in R \) and \( w \in R^n \) denote the control (manipulated) input and the disturbance vector, respectively. The control input is restricted to be in a nonempty convex set \( U \subseteq R \), which is defined as \( U := \{ u \in R : |u| \leq u_{\text{max}} \} \) where \( u_{\text{max}} \) is the magnitude of the input constraint. The disturbance \( w \in R^n \) is bounded, i.e., \( w \in W \) where \( W := \{ w \in R^n \text{ s.t. } |w| \leq \theta, \theta > 0 \} \). We assume that \( f \) is a locally Lipschitz vector function and that the origin is an equilibrium point of the unforced nominal system (i.e., the system of Eq. 4.1 with \( u(t) \equiv 0 \) and \( w(t) \equiv 0 \) for all times) which implies that \( f(0,0,0) = 0 \). We assume that the state \( x \) of the system is sampled synchronously and the time instants at which we have state measurements are indicated by the time sequence \( \{ t_{k \geq 0} \} \) with \( t_k = t_0 + k\Delta \), \( k = 0, 1, \ldots \) where \( t_0 \) is the initial time and \( \Delta \) is the sampling time.

### 4.1.3 Stabilizability assumption

We assume that there exists a Lyapunov-based controller \( u = h(x) \) which satisfies the input constraints for all the states \( x \) inside a given stability region and makes the origin of the closed-loop system asymptotically stable. Using converse Lyapunov theorems [18, 59], this assumption implies that there exist class \( \mathcal{K} \) functions \( \alpha_i(\cdot), i = 1, 2, 3, 4 \).
and a continuously differentiable Lyapunov function $V(x)$, that satisfy the following inequalities:

$$\alpha_1(|x|) \leq V(x) \leq \alpha_2(|x|)$$
$$\frac{\partial V(x)}{\partial x} f(x, h(x), 0) \leq -\alpha_3(|x|)$$
$$\left| \frac{\partial V(x)}{\partial x} \right| \leq \alpha_4(|x|)$$

(4.2)

for all $x \in D \subseteq \mathbb{R}^n$ where $D$ is an open neighborhood of the origin. We represent the region $\Omega_\rho \subseteq D$ as the stability region of the closed-loop system under the controller $h(x)$. Using the Lipschitz property assumed for the $f$, and taking into account that the manipulated input $u$ and the disturbance vector $w$ are bounded, there exists a positive constant $M$ such that

$$|f(x, u, w)| \leq M$$

(4.3)

for all $x \in \Omega_\rho$, $u \in U$ and $w \in W$. In addition, by the continuous differentiable property of the Lyapunov function $V(x)$ and the Lipschitz property assumed for the vector field $f$, there exist positive constants $L_x, L_w, L'_x$ and $L'_w$ such that

$$|f(x, u, w) - f(x', u, 0)| \leq L_x |x - x'| + L_w |w|$$
$$\left| \frac{\partial V(x)}{\partial x} f(x, u, w) - \frac{\partial V(x')}{\partial x} f(x', u, 0) \right| \leq L'_x |x - x'| + L'_w |w|$$

(4.4)

for all $x, x' \in \Omega_\rho$, $u \in U$ and $w \in W$.

### 4.1.4 Lyapunov-based MPC

The Lyapunov-based MPC (LMPC) design [73] inherits the closed-loop stability properties of the Lyapunov-based controller $h(\cdot)$ when it is applied in a sample and hold
fashion. Specifically, using a conventional quadratic cost function

\[ L_s(x(t), u(t)) = x^T(t)Qx(t) + u^T(t)Ru(t) \] (4.5)

and the LMPC at sampling time \( t_k \) is formulated as follows

\[
\min_{u \in S(\Delta)} \int_{t_k}^{t_k+N} L_s(\ddot{x}(\tau), u(\tau))d\tau
\] (4.6a)

s.t. \( \dot{x}(\tau) = f(\ddot{x}(\tau), u(\tau), 0) \) (4.6b)

\( u(\tau) \in U, \tau \in [t_k, t_k+N) \) (4.6c)

\( \ddot{x}(t_k) = x(t_k) \) (4.6d)

\[
\frac{\partial V(x(t_k))}{\partial x} f(x(t_k), u(t_k), 0) \leq \frac{\partial V(x(t_k))}{\partial x} f(x(t_k), h(x(t_k)), 0)
\] (4.6e)

where \( \ddot{x} \) is the predicted state trajectory of the system with control input calculated by this LMPC, \( S(\Delta) \) is the set of piecewise constant functions with period \( \Delta \), \( N \) is the finite prediction horizon and \( Q \) and \( R \) are positive definite weighting matrices. Eq. 4.6b utilizes a nominal system model to predict the future evolution of the system state with initialization by sampled state feedback at time \( t_k \) (Eq. 4.6d) and Eq. 4.6c denotes the constraint on the manipulated input. The Lyapunov-based constraint of Eq. 4.6e guarantees that the amount of reduction in the Lyapunov function when we apply the input computed by the LMPC at \( t_k \) is at least at the level when the Lyapunov-based controller \( h(x(t_k)) \) is applied in a sample and hold fashion (i.e, through two consecutive sampling times \( t_k \) and \( t_{k+1} \), the manipulated input is fixed). Thus, the LMPC inherits the closed-stability properties of \( h(\cdot) \). For a detailed closed-loop stability analysis, please refer to [19].
4.1.5 Lyapunov-based economic MPC

Lyapunov-based economic MPC (LEMPC) includes an economic cost function $L_e(x(t), u(t))$ in its formulation which may directly address economic considerations and it does not necessarily take its optimum value at the steady-state point corresponding to the LMPC formulation of Eq. 4.6 (taken to be the origin in this chapter for simplicity). This LEMPC characteristic requires reformulation of the conventional LMPC to address possibly time-varying operation instead of steady-state operation achieved by the LMPC of Eq. 4.6; however, the closed-loop stability region needs to be precisely characterized. In Chapter 2, we proposed an LEMPC scheme through taking advantage of the Lyapunov-based controller $h(x)$. Specifically, the LEMPC was formulated as follows:

$$\max_{u \in S(\Delta)} \int_{t_k}^{t_k+N} L_e(\ddot{x}(\tau), u(\tau)) d\tau$$ (4.7a)

s.t. $\dot{\ddot{x}}(\tau) = f(\ddot{x}(\tau), u(\tau), 0)$ (4.7b)

$u(\tau) \in U, \tau \in [t_k, t_k+N]$ (4.7c)

$\ddot{x}(t_k) = x(t_k)$ (4.7d)

$V(\ddot{x}(t)) \leq \rho, \forall t \in [t_k, t_k+N]$ (4.7e)

Eq. 4.7b uses a nominal system model to predict the future evolution of the system state initialized at $x(t_k)$ (Eq. 4.7d) and Eq. 4.7c denotes the constraint on the manipulated input. The constraint of Eq. 4.7e maintains the predicted system state along the prediction horizon in the invariant set $\Omega_\rho$, and within this set, the LEMPC addresses economic considerations by optimizing the economic cost function of Eq. 4.7a. Please
refer to Chapter 2 for a detailed description and analysis of the LEMPC formulation of Eq. 4.7.

4.2 LEMPC Algorithm I: Nominal Operation

In this section, we consider the design of Lyapunov-based economic MPC (LEMPC) for nonlinear systems under nominal operation (i.e., \( w(t) \equiv 0 \)). When there is an economic cost function which directly addresses economic considerations of the system (e.g., \( L_e(x(t), u(t)) \)), steady-state operation may not yield optimal economic closed-loop performance. We propose a finite prediction horizon LEMPC formulation which leads to improvement in economic closed-loop performance compared to a conventional steady-state LMPC operation. The proposed scheme at the first stage solves an auxiliary LMPC problem and then through different sampling times, it incorporates the solution of this LMPC problem to the LEMPC formulation (see also [36]). Specifically, we define the manipulated input of the LMPC design of Eq. 4.6 which is only evaluated at sampling time \( t_0 \) as follows:

\[
  u_{LMPC}(t) = u^*(t|t_0), \quad \forall t \in [t_0, t_N).
\]  

(4.8)

For simplicity, we assume that \( \Delta = \frac{t_N - t_0}{N} \). Subsequently, let the state trajectory \( x_{LMPC}(t) \) be defined as follows:

\[
  \dot{x}_{LMPC}(t) = f(x_{LMPC}(t), u_{LMPC}(t), 0), \quad \forall t \in [t_0, t_N)
\]  

(4.9)
which is the closed-loop system state trajectory when the manipulated input obtained through the LMPC of Eq. 4.6 is applied. Also, we define

$$\bar{u}_{LMPC} = \int_{t_0}^{t_N} u_{LMPC}(\tau) d\tau$$  \hspace{1cm} (4.10)

as the overall amount of control action utilized by the LMPC of Eq. 4.6 over a finite prediction horizon $N$. Subsequently, let us define

$$c_{LMPC} = \int_{t_0}^{t_N} L_e(x_{LMPC}(\tau), u_{LMPC}(\tau)) d\tau$$  \hspace{1cm} (4.11)

as the overall value of the corresponding economic cost function when we apply the LMPC solution obtained at sampling time $t_0$ over the period $[t_0, t_N)$. The purpose of the LEMPC design discussed below is to obtain an optimal manipulated input trajectory which uses the same amount of control action obtained by the LMPC of Eq. 4.6, while improving the economic cost function value over the process operation period $[t_0, t_N)$.

4.2.1 Implementation strategy

At time $t_0$, first the LMPC obtains its manipulated input trajectory over $[t_0, t_N)$ based on state feedback $x(t_0)$. After computing the amount of control action and economic cost over time $[t_0, t_N)$ induced by the LMPC state and manipulated input trajectories using Eqs. 4.10 and 4.11, respectively, the LEMPC obtains its optimal manipulated input in a receding horizon manner. At each sampling time $t_k$, based on $x(t_k)$, the LEMPC takes advantage of the nominal system model to predict the future state of the system over a finite prediction horizon while maximizing an economic cost function. A schematic diagram of the proposed LEMPC design is depicted in Fig. 4.1.
The implementation strategy of the proposed LEMPC can be summarized as follows:

1. At time $t_0$, an auxiliary LMPC optimization problem of Eq. 4.6 is solved based on state measurement $x(t_0)$.

2. The amount of control action used by the LMPC and its corresponding economic cost over $[t_0, t_N)$ are computed using Eqs. 4.10 and 4.11, respectively.

3. The LEMPC receives state feedback $x(t_k)$ ($k = 0, \ldots, N - 1$) and solves an optimization problem with prediction horizon $N_k = N - k$.

4. The LEMPC sends the first step of its optimal solution to the control actuators.

5. Go to Step 3 ($k \leftarrow k + 1$).

### 4.2.2 LEMPC formulation

The LEMPC is evaluated to obtain the future input trajectories based on state feedback $x(t_k)$ at sampling time $t_k$. Specifically, the optimization problem of the proposed
LE MPC under nominal operation is as follows:

\[
\max_{u \in S(\Delta)} \int_{t_k}^{t_N} L_e(\tilde{x}(\tau), u(\tau)) d\tau \quad (4.12a)
\]

s.t. \( \dot{\tilde{x}}(\tau) = f(\tilde{x}(\tau), u(\tau), 0) \) \hspace{1cm} (4.12b)

\( u(\tau) \in U, \tau \in [t_k, t_N] \) \hspace{1cm} (4.12c)

\( \tilde{x}(t_k) = x(t_k) \) \hspace{1cm} (4.12d)

\( V(\tilde{x}(t)) \leq \rho, \forall t \in [t_k, t_N] \) \hspace{1cm} (4.12e)

\[\int_{t_k}^{t_N} u(\tau) d\tau = \overline{u}_{LMPC} - \overline{u}_k \quad (4.12f)\]

\[\int_{t_k}^{t_N} L_e(\tilde{x}(\tau), u(\tau)) d\tau \geq c_{LMPC} - c_k \quad (4.12g)\]

The constraint of Eq. 4.12b is the nominal system model used to predict the future evolution of the system state subject to the input constraint of Eq. 4.12c. The constraint of Eq. 4.12e restricts the predicted system state to be in the set \( \Omega_\rho \). The constraint of Eq. 4.12f ensures that the same amount of control action is used by both the LMPC of Eq. 4.6 and the LEMPC of Eq. 4.12 in the time interval \([t_0, t_N]\). The constraint of Eq. 4.12g guarantees that the economic cost function value over the time interval \([t_0, t_N]\) is at least at the level achieved when we use the state and manipulated input trajectory obtained through the LMPC of Eq. 4.6 considering the optimal manipulated inputs obtained by the LEMPC at previous sampling times (see also Eqs. 4.14-4.15 below). It should be mentioned that through this implementation strategy, LEMPC utilizes a decreasing sequence of finite prediction horizons \( N_k = N - k \ (k = 0, \ldots, N - 1) \) where \( N \) is the horizon of LMPC optimization.
problem which is solved at sampling time $t_0$ and its solution is incorporated at the LEMPC formulation. The optimal solution to this optimization problem is denoted by $u^*(t|t_k)$, which is defined for $t \in [t_k, t_N)$. The manipulated input of the LEMPC of Eq. 4.12 is defined as follows:

$$u_{LEMP C}(t) = u^*(t|t_k), \ \forall t \in [t_k, t_N)$$ (4.13)

Based on the LEMPC solution, we have

$$\bar{u}_k = \int_{t_0}^{t_k} u_{LEMP C}(\tau)d\tau$$ (4.14)

and

$$c_k = \int_{t_0}^{t_k} L_c(\bar{x}(\tau), u_{LEMP C}(\tau))d\tau$$ (4.15)

which are incorporated in the LEMPC of Eq. 4.12 to account for the optimal manipulated input obtained at previous sampling times $t_j$ where $j = 0, 1, \ldots, k - 1$.

**Remark 4.1.** It should be emphasized that both the LMPC of Eq. 4.6 and the LEMPC of Eq. 4.12 use the same amount of control action through the enforcement of the constraint of Eq. 4.12f; however, we can formulate the LEMPC in a slightly different manner by replacing the equality constraint of Eq. 4.12f with an inequality to ensure that the LEMPC uses less or equal amount of control action compared to the LMPC.

4.2.3 Closed-loop stability and performance

Theorem 4.1 below provides sufficient conditions under which the LEMPC of Eq. 4.12 guarantees that the state of the closed-loop system of Eq. 4.1 is always bounded in an invariant set and it yields a closed-loop economic cost that is as good or superior
to the one of the LMPC for finite-time operation over \([t_0, t_N]\).

**Theorem 4.1.** Consider the system of Eq. 4.1 in closed-loop under the LEMPC of Eq. 4.12 based on a controller \(h(x)\) that satisfies the conditions of Eq. 4.2. Let \(\epsilon_w > 0\), \(\Delta > 0\) and \(\rho > \rho_s > 0\) satisfy

\[-\alpha_3(\alpha_2^{-1}(\rho_s)) + L'_x M \Delta \leq -\epsilon_w/\Delta.\]  

(4.16)

If \(x(t_0) \in \Omega_\rho\), then the state \(x(t)\) of the closed-loop system is bounded in \(\Omega_\rho\) \(\forall t \in [t_0, t_N]\) and

\[\int_{t_0}^{t_N} L_e(x_{\text{LEMPC}}(\tau), u_{\text{LEMPC}}(\tau)) d\tau \geq \int_{t_0}^{t_N} L_e(x_{\text{LMPC}}(\tau), u_{\text{LMPC}}(\tau)) d\tau\]  

(4.17)

**Proof 4.1.** For the optimization problem of the LMPC of Eq. 4.6, \(u(\tau) = h(\tilde{x}(\tau)), \forall \tau \in [t_0, t_N]\) is a feasible solution. For the LEMPC optimization problem of Eq. 4.12, at sampling time \(t_0\), the solution of the LMPC of Eq. 4.6 \((u_{\text{LMPC}}(\tau), \forall \tau \in [t_0, t_N])\) is also a feasible solution. This solution satisfies the input constraint of Eq. 4.7c through the stabilizability assumption of Eq. 4.2 and the Lyapunov-based stability constraint of Eq. 4.6e. At sampling time \(t_k\) where \(k > 0\), the last \(N_{k-1} - 1\) steps of the optimal solution of the LEMPC at sampling time \(t_{k-1}\) (i.e., \(u^*(t|t_{k-1})\), \(\forall t \in [t_k, t_N]\)) is a feasible solution to the LEMPC of Eq. 4.12 due to the fact that there is no process disturbance. Furthermore, through the enforcement of the constraint of Eq. 4.12d, the closed-loop system state is bounded within \(\Omega_\rho\).

To be consistent in the comparison from an economic closed-loop performance point of view between the LMPC of Eq. 4.6 and the LEMPC of Eq. 4.12, we chose a decreasing sequence of prediction horizons to ensure that both formulations have been evaluated over time interval \([t_0, t_N]\). Considering the constraint of Eq. 4.12g at
sampling time \( t_{N-1} \), we can write

\[
\int_{t_{N-1}}^{t_N} L_e(\tilde{x}(\tau), u(\tau)) d\tau \geq c_{LMPC} - c_{N-1} \tag{4.18}
\]

Replacing \( c_{LMPC} \) and \( c_{N-1} \) using Eqs. 4.11, 4.15 in Eq. 4.18, we can obtain

\[
\int_{t_0}^{t_N} L_e(x_{LEMPC}(\tau), u_{LEMPC}(\tau)) d\tau \geq \int_{t_0}^{t_N} L_e(x_{LMPC}(\tau), u_{LMPC}(\tau)) d\tau \tag{4.19}
\]

where the state trajectory \( x_{LEMPC}(t) \) is defined as follows:

\[
\dot{x}_{LEMPC}(t) = f(x_{LEMPC}(t), u_{LEMPC}(t), 0), \forall t \in [t_0, t_N) \tag{4.20}
\]

Considering the constraint of Eq. 4.12f at sampling time \( t_{N-1} \), we can write

\[
\int_{t_{N-1}}^{t_N} u(\tau) d\tau = \bar{u}_{LMPC} - \bar{u}_{N-1} \tag{4.21}
\]

Using Eqs. 4.10, 4.14 and 4.21, we can obtain

\[
\int_{t_0}^{t_N} u_{LEMPC}(\tau) d\tau = \int_{t_0}^{t_N} u_{LMPC} d\tau \tag{4.22}
\]

Eqs. 4.19 and 4.22 highlight the fact that the LEMPC through time-varying operation yields a closed-loop economic cost that is as good or superior to the one of the LMPC for finite-time operation over \([t_0, t_N)\) while both of them utilize the same amount of control action over \([t_0, t_N)\).

**Remark 4.2.** It should be emphasized that the LEMPC architecture proposed in Chapter 2 employs a two-mode operation where at the first mode it deals with addressing economic considerations by maintaining the system state in an invariant set and at
the second mode it focuses on convergence to a small invariant set around a steady-state by incorporating an appropriate Lyapunov-based constraint. Since in this chapter, we focus on economic closed-loop performance, we only described the proposed LEMPC designs in the context of mode one operation in Chapter 2 by evaluating both the LMPC and the LEMPC over a finite-time operation interval \([t_0, t_N]\). Note that, depending on the application and certain specifications, the LEMPC of Eq. 4.12 can operate at mode 2 after time \(t_N\) to achieve practical closed-loop stability (i.e., ultimate convergence of the closed-loop state to a small invariant set including the origin). We deal with applying the LEMPC in the interval \([t_N, t_f]\) where \(t_f\) denotes the final time of LEMPC evaluation and the time the closed-loop system state enters a small invariant set around the origin. In a similar manner, first the LMPC is evaluated at sampling time \(t_N\) and the corresponding input and economic cost based constraints (Eqs. 4.12f and 4.12g) are obtained and are incorporated in the formulation of the LEMPC at mode 2 at subsequent sampling times \(t_k\) where \(k \geq N\). In terms of the LEMPC formulation at mode 2, it includes the Lyapunov-based constraint of Eq. 4.6e to address closed-loop stability instead of the constraint of Eq. 4.12e which deals with maintaining the closed-loop system state in an invariant set for economic optimization purposes. Specifically, at sampling time \(t_N\) the auxiliary LMPC problem is as follows

\[
\min_{u \in S(\Delta)} \int_{t_N}^{t_f} L_s(\tilde{x}(\tau), u(\tau)) d\tau \quad (4.23a)
\]

s.t. \(\dot{\tilde{x}}(\tau) = f(\tilde{x}(\tau), u(\tau), 0)\) \quad (4.23b)

\(u(\tau) \in U, \tau \in [t_N, t_f]\) \quad (4.23c)

\(\tilde{x}(t_N) = x(t_N)\) \quad (4.23d)
\[
\frac{\partial V(x(t_N))}{\partial x} f(x(t_N), u(t_N), 0) \leq \frac{\partial V(x(t_N))}{\partial x} f(x(t_N), h(x(t_N)), 0)
\] (4.23e)

From the solution of this problem, we can obtain

\[
u_{LMPC}(t) = u^*(t|t_0), \forall t \in [t_N, t_f) \quad (4.24)\]

\[
\dot{x}_{LMPC}(t) = f(x_{LMPC}(t), u_{LMPC}(t), 0), \forall t \in [t_N, t_f) \quad (4.25)
\]

\[
\overline{u}_{LMPC} = \int_{t_N}^{t_f} u_{LMPC}(\tau)d\tau \quad (4.26)
\]

and

\[
c_{LMPC} = \int_{t_N}^{t_f} L_e(x_{LMPC}(\tau), u_{LMPC}(\tau))d\tau \quad (4.27)
\]

Also, a decreasing sequence of finite prediction horizon \(N_k = \frac{t_f - t_k}{\Delta}\) is used in the LEMPC formulation to make sure that at each sampling time \(t_k \in [t_N, t_f)\), the prediction horizon considers the operation time interval \([t_k, t_f)\). Specifically, for a specific sampling time \(t_k\) where \(k \geq N\), the LEMPC at mode 2 is formulated as follows

\[
\max_{u \in \mathcal{S}(\Delta)} \int_{t_k}^{t_f} L_e(\bar{x}(\tau), u(\tau))d\tau \quad (4.28a)
\]

s.t. \(\dot{\bar{x}}(\tau) = f(\bar{x}(\tau), u(\tau), 0)\) \quad (4.28b)

\[
u(\tau) \in U, \tau \in [t_k, t_f) \quad (4.28c)
\]

\[
\bar{x}(t_k) = x(t_k) \quad (4.28d)
\]

\[
\int_{t_k}^{t_f} u(\tau)d\tau = \overline{u}_{LMPC} - \overline{u}_k \quad (4.28e)
\]

\[
\int_{t_k}^{t_f} L_e(\bar{x}(\tau), u(\tau))d\tau \geq c_{LMPC} - c_k \quad (4.28f)
\]
\[
\frac{\partial V(x(t_k))}{\partial x} f(x(t_k), u(t_k), 0) \leq \frac{\partial V(x(t_k))}{\partial x} f(x(t_k), h(x(t_k)), 0) \quad (4.28g)
\]

Eq. 4.28b uses the nominal system model to predict the future state of closed-loop system initialized by \(x(t_k)\) (Eq. 4.28d) and Eq. 4.28c denotes the constraint on the manipulated input. The Lyapunov-based constraint of Eq. 4.28g guarantees that the amount of reduction in the Lyapunov function value when we apply the input computed by the LEMPC at mode 2 is at least at the level when the Lyapunov-based controller \(h(x(t_k))\) is applied in a sample and hold fashion. The constraint of Eq. 4.28e ensures that the same amount of control action is used by both the LMPC of Eq. 4.23 and the LEMPC of Eq. 4.28 for operation in the time interval \([t_N, t_f]\) while the constraint of Eq. 4.28f guarantees that the economic cost function value over the time interval \([t_N, t_f]\) is at least at the level achieved when we apply the state and manipulated input trajectories obtained through the LMPC of Eq. 4.23 considering the control actions utilized by the LEMPC at previous sampling times. The optimal solution to this optimization problem is denoted by \(u^*(t|t_k)\), which is defined for \(t \in [t_k, t_f]\). The manipulated input of the LEMPC of Eq. 4.28 is defined as follows:

\[
u_{LEMP C}(t) = u^*(t|t_k), \forall t \in [t_k, t_f] \quad (4.29)
\]

Based on this manipulated input, the following parameters can be computed

\[
\bar{u}_k = \int_{t_N}^{t_k} u_{LEMP C}(\tau) d\tau \quad (4.30)
\]

and

\[
c_k = \int_{t_N}^{t_k} L_e(\bar{x}(\tau), u_{LEMP C}(\tau)) d\tau \quad (4.31)
\]

which are incorporated in the LEMPC of Eq. 4.28 to account for the optimal manip-
In this section, we consider the design of an LEMPC scheme for nonlinear systems subject to bounded process disturbances (i.e., \( w(t) \neq 0 \)). The proposed scheme at each sampling time solves an auxiliary LMPC problem and then incorporates the LMPC solution to the LEMPC formulation as constraints. The manipulated input of the LMPC design of Eq. 4.6 from time \( t_k \) to \( t_N \) is defined as follows:

\[
u_{LMPC}(t) = u^*(t|t_k), \ \forall t \in [t_k, t_N).
\]

(4.32)

Let the state trajectory \( x_{LMPC}(t) \) be defined as follows:

\[
\dot{x}_{LMPC}(t) = f(x_{LMPC}(t), u_{LMPC}(t), 0), \ \forall t \in [t_k, t_N)
\]

(4.33)

which is the system state trajectory when the manipulated input is obtained through the LMPC of Eq. 4.6. Also, we define

\[
\overline{u}_{LMPC} = \int_{t_k}^{t_N} u_{LMPC}(\tau) d\tau
\]

(4.34)

as the amount of control action utilized by the LMPC of Eq. 4.6 over a finite prediction horizon \( N_k \) where \( N_k = N - k \) and \( k = 0, 1, \ldots, N - 1 \). Subsequently, let us define

\[
c^1_{LMPC} = \int_{t_k}^{t_{k+1}} L_e(x_{LMPC}(\tau), u_{LMPC}(\tau)) d\tau
\]

(4.35)
and

$$c^2_{\text{LMPC}} = \int_{t_k}^{t_N} L_e(x_{\text{LMPC}}(\tau), u_{\text{LMPC}}(\tau))d\tau$$ \hspace{1cm} (4.36)$$

as the value of the economic cost function induced by the LMPC over the first prediction step and the entire prediction horizon, respectively. The purpose of the LEMPC design is to obtain an optimal manipulated input trajectory which uses the same amount of control action as the LMPC of Eq. 4.6 at each sampling time while it ensures that at each sampling time \(t_k\), it achieves a better economic cost value compared to the LMPC over the operation periods \([t_k, t_{k+1})\) and \([t_k, t_N)\), respectively.

4.3.1 Implementation strategy

The proposed control scheme solves an auxiliary LMPC optimization problem of Eq. 4.6 at each sampling time \(t_k\). After computing the amount of control action over the time interval \([t_k, t_N)\) and the economic cost function values over time intervals \([t_k, t_{k+1})\) and \([t_k, t_N)\) using the LMPC state and manipulated input trajectories of Eqs. 4.34-4.36, respectively, the LEMPC obtains its optimal manipulated input trajectory in a receding horizon manner. Specifically, at each sampling time \(t_k\), using \(x(t_k)\), the LEMPC takes advantage of the nominal system model to predict the future state of the system over a finite prediction horizon while maximizing a cost function that addresses specific economic considerations and maintaining the closed-loop system state in the stability region \(\Omega_{\rho}\). In order to account for the bounded process disturbance effect, we consider another region \(\Omega_{\rho_e}\) with \(\rho_e < \rho\). If the state measurement \(x(t_k)\) is in the region \(\Omega_{\rho_e}\), the LEMPC maximizes the cost function within the region \(\Omega_{\rho_e}\); if the state measurement is in the region \(\Omega_{\rho}/\Omega_{\rho_e}\), the LEMPC first drives the system state to the region \(\Omega_{\rho_e}\) and then maximizes the cost function within \(\Omega_{\rho_e}\).

A schematic diagram of the proposed LEMPC design is depicted in Fig. 4.2.
Specifically, the implementation strategy of the proposed LEMPC can be summarized as follows:

1. At time $t_k$ with $t_k \in [t_0, t_N)$, an auxiliary LMPC optimization problem of Eq. 4.6 is solved based on state measurement $x(t_k)$ for $t \in [t_k, t_N)$.

2. The amount of control action used by the LMPC and its corresponding economic cost are computed using Eqs. 4.34-4.36.

3. The LEMPC receives $x(t_k)$ and solves its optimization problem with prediction horizon $N - k$.

4. If $x(t_k) \in \Omega_{\rho_e}$, go to Step 4.1. Else, go to Step 4.2.

   4.1. The controller maximizes the economic cost function within $\Omega_{\rho_e}$. Go to Step 5.

   4.2. The controller drives the system state to the region $\Omega_{\rho_e}$ and then maximizes the economic cost function within $\Omega_{\rho_e}$. Go to Step 5.
5. Go to Step 1 \((k \leftarrow k + 1)\).

### 4.3.2 LEMPC formulation

The optimization problem of the proposed LEMPC at sampling time \(t_k\) is as follows:

\[
\begin{align*}
\max_{u \in S(\Delta)} & \int_{t_k}^{t_N} L_e(\tilde{x}(\tau), u(\tau))d\tau \\
\text{s.t.} & \quad \dot{\tilde{x}}(\tau) = f(\tilde{x}(\tau), u(\tau), 0) \\
& \quad u(\tau) \in U, \quad \tau \in [t_k, t_N] \\
& \quad \tilde{x}(t_k) = x(t_k) \\
& \quad V(\tilde{x}(t)) \leq \rho_e, \quad \forall t \in [t_k, t_N], \\
& \quad \text{if } V(x(t_k)) \leq \rho_e \\
& \quad \int_{t_k}^{t_N} u(\tau)d\tau = \bar{u}_{LMP} \\
& \quad \int_{t_k}^{t_{k+1}} L_e(x(\tau), u(\tau))d\tau \geq c_{1LMP} \\
& \quad \int_{t_k}^{t_N} L_e(x(\tau), u(\tau))d\tau \geq c_{2LMP} \\
& \quad \frac{\partial V(x(t_k))}{\partial x} f(x(t_k), u(t_k), 0) \leq \frac{\partial V(x(t_k))}{\partial x} f(x(t_k), h(x(t_k)), 0), \\
& \quad \text{if } \rho_e < V(x(t_k)) \leq \rho
\end{align*}
\]
The constraint of Eq. 4.37b is the system model used to predict the future evolution of the system state subject to the input constraint of Eq. 4.37c. The constraint of Eq. 4.37e restricts the predicted system state to be in the set $\Omega_{\rho_e}$. The constraint of Eq. 4.37i guarantees that the reduction rate of the Lyapunov function value when the first step of the LEMPC input is applied is at least at the level achieved by applying the Lyapunov-based controller $h(x)$ when it is applied in a sample and hold fashion and $\rho_e < V(x(t_k)) \leq \rho$. The constraint of Eq. 4.37f makes sure that the same amount of control action is used by both the LMPC of Eq. 4.6 and the LEMPC of Eq. 4.37 while the constraints of Eqs. 4.37g-4.37h guarantee that the economic cost function value over the time intervals $[t_k, t_{k+1})$ and $[t_k, t_N)$ is at least at the level achieved when we apply the state and manipulated input trajectories obtained through the LMPC of Eq. 4.6 over the time intervals $[t_k, t_{k+1})$ and $[t_k, t_N)$, respectively. It should be mentioned that a decreasing sequence of finite prediction horizons $N_k = N - k$ where $k = 0, \ldots, N - 1$ is incorporated in the LMPC and LEMPC formulations at sampling time $t_k \in [t_0, t_N)$. The optimal solution to this optimization problem is denoted by $u^*(t|t_k)$ and is defined for $t \in [t_k, t_N)$. The manipulated input of the LEMPC of Eq. 4.37 is defined as follows:

$$u_{LEMP C}(t) = u^*(t|t_k), \ \forall t \in [t_k, t_N)$$  \hspace{1cm} (4.38)

**Remark 4.3.** The main difference of the proposed LEMPC algorithms of Eqs. 4.12 and 4.37 arises from the existence of bounded process disturbance. The LEMPC of Eq. 4.12 takes only advantage of the solution of the auxiliary LMPC problem at time $t_0$ through a decreasing sequence of finite prediction horizons, while the LEMPC of Eq. 4.37, utilizes the solution of the LMPC at each sampling time $t_k$. 
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4.3.3 Closed-loop stability and performance

Corollary 4.1 below provides sufficient conditions under which the LEMPC of Eq. 4.37 guarantees that the state of the closed-loop system of Eq. 4.1 is always bounded in $\Omega_p$ and at each sampling time the LEMPC yields a closed-loop economic cost that is as good or superior to the one of the LMPC over the interval $[t_k, t_{k+1})$.

**Corollary 4.1.** Consider the system of Eq. 4.1 in closed-loop under the LEMPC design of Eq. 4.37 based on a controller $h(x)$ that satisfies the conditions of Eq. 4.2. Let $\epsilon_w > 0$, $\Delta > 0$, $\rho > \rho_e > 0$ and $\rho > \rho_s > 0$ satisfy

$$\rho_e \leq \rho - f_V(f_W(\Delta))$$

(4.39)

and

$$-\alpha_3(\alpha_2^{-1}(\rho_s)) + L_x'M\Delta + L_w'\theta \leq -\epsilon_w/\Delta.$$  

(4.40)

If $x(t_0) \in \Omega_p$ and $\rho_s \leq \rho_e$, then the state $x(t)$ of the closed-loop system is bounded in $\Omega_p$ for $\forall t \in [t_0, t_N)$ and at each sampling time $t_k$

$$\int_{t_k}^{t_{k+1}} L_e(x_{\text{LEMPC}}(\tau), u_{\text{LEMPC}}(\tau))d\tau \geq \int_{t_k}^{t_{k+1}} L_e(x_{\text{LMPC}}(\tau), u_{\text{LMPC}}(\tau))d\tau$$  

(4.41)

**Proof 4.2.** Since the proof of this corollary follows similar arguments to the one of the proof of Theorem 4.1, we provide a sketch of the proof. From a feasibility point of view, at sampling time $t_k$, the LMPC solution $u_{\text{LMPC}}(\tau)$, $\forall \tau \in [t_k, t_{k+N}]$ is a feasible solution for the LEMPC of Eq. 4.37. For a detailed proof regarding boundedness of the closed-loop system state, please refer to Chapter 2. Through enforcing the constraints of Eqs. 4.37g and 4.37h at each sampling time $t_k$, the LEMPC of Eq. 4.37 ensures that it obtains an input trajectory that optimizes the economic cost function...
over the first step and the entire prediction horizon, respectively, while, both the
LMPC and LEMPC designs use the same amount of control action over the entire
prediction horizon by enforcing the constraint of Eq. 4.37f at each sampling time.

4.4 Application To A Chemical Process Example

Consider a well-mixed, non-isothermal continuous stirred tank reactor (CSTR) where
an irreversible, second-order, endothermic reaction $A \rightarrow B$ takes place, where $A$ is
the reactant and $B$ is the desired product. The feed to the reactor consists of pure
$A$ at flow rate $F$, temperature $T_0$ and molar concentration $C_{A0}$. Due to the non-
isothermal nature of the reactor, a jacket is used to provide heat to the reactor. The
dynamic equations describing the behavior of the reactor, obtained through material
and energy balances under standard modeling assumptions, are given below:

\[
\frac{dC_A}{dt} = \frac{F}{V}(C_{A0} - C_A) - k_0 e^{-\frac{E}{RT}} C_A^2 
\]
\[
\frac{dT}{dt} = \frac{F}{V}(T_0 - T) + \frac{-\Delta H}{\sigma C_p} k_0 e^{-\frac{E}{RT}} C_A^2 + \frac{Q}{\sigma C_p V} \]

where $C_A$ denotes the concentration of the reactant $A$, $T$ denotes the temperature
of the reactor, $Q$ denotes the rate of heat supply to the reactor, $V$ represents the
volume of the reactor, $\Delta H$, $k_0$ and $E$ denote the enthalpy, pre-exponential constant
and activation energy of the reaction, respectively, and $C_p$ and $\sigma$ denote the heat
capacity and the density of the fluid in the reactor, respectively. The values of the
process parameters used in the simulations are shown in Table 4.1. The process model
of Eq. 4.42 is numerically simulated using an explicit Euler integration method with
integration step $h_c = 10^{-4}$ hr.
Table 4.1: Parameter values

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_0$</td>
<td>300</td>
<td>K</td>
</tr>
<tr>
<td>$V$</td>
<td>1.0</td>
<td>m$^3$ hr</td>
</tr>
<tr>
<td>$k_0$</td>
<td>13.93</td>
<td>m$^{-1}$ hr</td>
</tr>
<tr>
<td>$C_p$</td>
<td>0.231</td>
<td>m$^{-1}$ kg K</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>1000</td>
<td>kg m$^3$</td>
</tr>
<tr>
<td>$T_s$</td>
<td>350</td>
<td>K</td>
</tr>
<tr>
<td>$Q$</td>
<td>$1.73 \times 10^5$</td>
<td>KJ hr</td>
</tr>
<tr>
<td>$F$</td>
<td>5</td>
<td>kJ kmol</td>
</tr>
<tr>
<td>$E$</td>
<td>$5 \times 10^3$</td>
<td>kJ kmol</td>
</tr>
<tr>
<td>$\Delta H$</td>
<td>$1.15 \times 10^4$</td>
<td>kJ kmol</td>
</tr>
<tr>
<td>$C_{A0s}$</td>
<td>4</td>
<td>kmol m$^3$</td>
</tr>
<tr>
<td>$C_{A0}$</td>
<td>2</td>
<td>kmol</td>
</tr>
<tr>
<td>$R$</td>
<td>8.314</td>
<td>kJ kmol K</td>
</tr>
<tr>
<td>$C_{A}$</td>
<td>0.231</td>
<td>kJ kg K</td>
</tr>
<tr>
<td>$k_0$</td>
<td>13.93</td>
<td>kmol h</td>
</tr>
</tbody>
</table>

The process model has one stable steady-state in the operating range of interest. The control objective is to optimize the process operation in a region around the stable steady-state ($C_{As}, T_s$) to maximize the average production rate of $B$ through manipulation of the concentration of $A$ in the inlet to the reactor, $C_{A0}$. The steady-state input value associated with the steady-state point is denoted by $C_{A0s}$. The process model of Eq. 4.42 belongs to the following class of nonlinear systems:

$$\dot{x}(t) = f(x(t)) + g(x(t))u(t)$$

where $x^T = [x_1 x_2] = [C_A - C_{As} T - T_s]$ is the state, $u = C_{A0} - C_{A0s}$ is the input, and $f = [f_1 f_2]^T$ and $g = [g_1 g_2]^T$ are vector functions. The input is subject to constraints as follows: $|u| \leq 3.5 \text{kmol/m}^3$. The economic measure considered in this example is as follows [86]:

$$L_e(x, u) = \frac{1}{t_N} \int_0^{t_N} k_0 e^{-\frac{E}{RT(\tau)}} C_A^2(\tau) d\tau$$

(4.43)

where $t_N = 1 \text{ hr}$ is the time duration of the reactor operation. This economic objective function highlights the maximization of the average production rate over process operation for $t_N = 1 \text{ hr}$ (of course, different, yet finite, values of $t_N$ can be chosen.). According to the proposed LEMPC schemes, under mode one operation, auxiliary
LMPC problems are solved to obtain constraints on the amount of reactant material (control action) which can be used by the LEMPC control schemes. For the sake of simplicity, we will refer to these type of constraint as the material constraint. We consider both nominal and subject to bounded disturbance operations.

In terms of the Lyapunov-based controller, we use a proportional controller (P controller) in the form
\[ u = -\gamma_1 x_1 - \gamma_2 x_2 \]
subject to input constraints and the quadratic Lyapunov function
\[ V(x) = x^T P x \]
where \( \gamma_1 = 1.6, \gamma_2 = 0.01, P = diag([1 10.11 0.12]) \) and \( \rho = 430 \). It should be emphasized that \( \Omega_\rho \) has been estimated through evaluation of \( \dot{V} \) when we apply the proportional controller. We assume that the full system state \( x = [x_1 \ x_2]^T \) is measured and sent to the LEMPC at synchronous time instants \( t_k = k \Delta, k = 0,1,\ldots \), with \( \Delta = 0.01 \ hr = 36 \ sec. \)

### 4.4.1 Nominal operation

An LMPC optimization problem which is only solved at sampling time \( t_0 = 0 \) is formulated with prediction horizon \( N = 100 \ (t_N = 1 \ hr) \) and weighting matrix \( Q = diag([1 0.01]) \) and \( R = 1 \). Figures 4.3-4.5 display the closed-loop state and manipulated input profiles for the LMPC of Eq. 4.6 which leads to steady-state operation. The LMPC scheme steers the closed-loop system state to the steady-state. However, this steady-state operation may not be optimal from the standpoint of the cost of Eq. 4.43. It should be emphasized that this LMPC formulation is only evaluated at time \( t_0 \).

Considering the material constraint which needs to be satisfied through each period of process operation, a decreasing LEMPC horizon sequence \( N_0, \ldots, N_{99} \) where \( N_i = 100 - i \) and \( i = 0,\ldots,99 \) is utilized at the different sampling times. Figures 4.6-4.8 represent the closed-loop state and the manipulated input for the LEMPC of
Figure 4.3: $\Omega_\rho$ and state trajectories of the process under the LMPC design of Eq. 4.6 with initial state $(C_A(0), T(0)) = (1\text{ kmol/m}^3, 320K)$ for one period of operation. The symbols $\circ$ and $\times$ denote the initial ($t = 0 \text{ hr}$) and final ($t = 1 \text{ hr}$) state of these closed-loop system trajectories, respectively.

Figure 4.4: State trajectories of the process under the LMPC design of Eq. 4.6 with initial state $(C_A(0), T(0)) = (1\text{ kmol/m}^3, 320K)$ for one period of operation.

Eq. 4.12 which dictates a time-varying operation to achieve optimal economic closed-loop performance. Table 4.2 shows the evaluation of LEMPC and LMPC from an economic cost function point of view for 30 different initial states within $\Omega_\rho$ as illustrated in Figure 4.9. To carry out this comparison, we have computed the total cost of each operating scenario based on an index of the following form:

$$J = \frac{1}{t_{100}} \sum_{i=0}^{100} [k_0e^{-\frac{E}{RT(t_i)}}C_A^2(t_i)]$$

\hspace{10cm} (4.44)
Figure 4.5: Manipulated input trajectory under the LMPC design of Eq. 4.6 with initial state \( (C_A(0), T(0)) = (1 \text{ kmol/m}^3, 320K) \) for one period of operation.

Figure 4.6: \( \Omega_p \) and state trajectories of the process under the LEMPC design of Eq. 4.12 with initial state \( (C_A(0), T(0)) = (1 \text{ kmol/m}^3, 320K) \) for one period of operation. The symbols \( \circ \) and \( \times \) denote the initial \( (t = 0 \text{ hr}) \) and final \( (t = 1 \text{ hr}) \) state of these closed-loop system trajectories, respectively.

where \( t_0 = 0 \text{ hr} \) and \( t_{100} = 1 \text{ hr} \). It has been confirmed by these sets of simulations that the LEMPC through time-varying process operation improves the economic closed-loop performance by 10% on average against steady-state operation by LMPC.

4.4.2 Operation subject to bounded process disturbances

Considering the material constraint which needs to be satisfied through each period of process operation, a decreasing finite prediction horizon sequence \( N_0, \ldots, N_{99} \) where
Figure 4.7: State trajectories of the process under the LEMPC design of Eq. 4.12 with initial state \((C_A(0), T(0)) = (1 \text{ kmol/m}^3, 320K)\) for one period of operation.

Figure 4.8: Manipulated input trajectory under the LEMPC design of Eq. 4.12 with initial state \((C_A(0), T(0)) = (1 \text{ kmol/m}^3, 320K)\) for one period of operation.

Table 4.2: Economic closed-loop performance comparison

<table>
<thead>
<tr>
<th></th>
<th>LEMPC</th>
<th>LMPC</th>
<th></th>
<th>LEMPC</th>
<th>LMPC</th>
<th></th>
<th>LEMPC</th>
<th>LMPC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10.43</td>
<td>9.53</td>
<td>11</td>
<td>11.31</td>
<td>10.35</td>
<td>21</td>
<td>10.85</td>
<td>9.94</td>
</tr>
<tr>
<td>2</td>
<td>11.35</td>
<td>10.37</td>
<td>12</td>
<td>10.60</td>
<td>9.67</td>
<td>22</td>
<td>10.55</td>
<td>9.57</td>
</tr>
<tr>
<td>4</td>
<td>10.53</td>
<td>9.58</td>
<td>14</td>
<td>10.99</td>
<td>10.05</td>
<td>24</td>
<td>11.61</td>
<td>10.61</td>
</tr>
<tr>
<td>5</td>
<td>10.94</td>
<td>10</td>
<td>15</td>
<td>10.59</td>
<td>9.64</td>
<td>25</td>
<td>10.47</td>
<td>9.55</td>
</tr>
<tr>
<td>6</td>
<td>10.36</td>
<td>9.44</td>
<td>16</td>
<td>10.64</td>
<td>9.68</td>
<td>26</td>
<td>11.53</td>
<td>10.54</td>
</tr>
<tr>
<td>7</td>
<td>11.55</td>
<td>10.59</td>
<td>17</td>
<td>11.50</td>
<td>10.53</td>
<td>27</td>
<td>10.52</td>
<td>9.56</td>
</tr>
<tr>
<td>8</td>
<td>10.70</td>
<td>9.73</td>
<td>18</td>
<td>10.79</td>
<td>9.81</td>
<td>28</td>
<td>11.06</td>
<td>10.11</td>
</tr>
<tr>
<td>9</td>
<td>11.09</td>
<td>10.14</td>
<td>19</td>
<td>10.68</td>
<td>9.77</td>
<td>29</td>
<td>11.48</td>
<td>10.49</td>
</tr>
<tr>
<td>10</td>
<td>10.84</td>
<td>9.94</td>
<td>20</td>
<td>10.61</td>
<td>9.71</td>
<td>30</td>
<td>11.36</td>
<td>10.40</td>
</tr>
</tbody>
</table>
Figure 4.9: 30 different initial states for evaluation of LEMPC and LMPC schemes from an economic cost function point of view.

\[ N_i = 100 - i \text{ and } i = 0, \ldots, 99 \] is utilized at different sampling times. At each sampling time \( t_k \), after solving an auxiliary LMPC problem with prediction horizon \( N_k \), the LEMPC with prediction horizon \( N_k \) takes into account the control action and cost constraints and adjusts its finite prediction horizon to predict the future system evolution up to time \( t_N = 1 \text{ hr} \) to maximize the cost of Eq. 4.44. Since the LEMPC is evaluated at discrete-time instants during the closed-loop simulation, the material constraint is enforced as follows:

\[
\sum_{i=0}^{N_k-1} u_{LEMP C}(t_i) = \sum_{i=0}^{N_k-1} u_{LMPC}(t_i) \quad (4.45)
\]

The above equation indicates that the same amount of reactant material at each sampling time is used to solve both the LMPC and the LEMPC optimization problems. For the purpose of simulations, we set \( \rho_e = 400 \). Also, bounded process disturbances have been added to the right hand side of the dynamic model of Eq. 4.42 which have been sampled from a gaussian distribution. The absolute values of process distur-
Figure 4.10: $\Omega_\rho$ and state trajectories of the process under the LEMPC design of Eq. 4.37 with initial state $(C_A(0), T(0)) = (1 \text{ kmol/m}^3, 320K)$ for one period of operation subject to bounded process disturbance. The symbols $\circ$ and $\times$ denote the initial ($t = 0 \text{ hr}$) and final ($t = 1 \text{ hr}$) state of these closed-loop system trajectories, respectively. Bounded disturbances are bounded by 2 and 50 for the first and the second equation, respectively. Specifically, the LMPC formulation of Eq. 4.6 at sampling time $t_k$ for the chemical process example is first solved. Having the solution of the LMPC at sampling time $t_k$, the LEMPC of Eq. 4.37 is then solved. Figures 4.10-4.12 display the closed-loop system state and the manipulated input with initial state $(C_A(0), T(0)) = (1 \text{ kmol/m}^3, 320K)$ for one period of operation subject to bounded process disturbances. Through time-varying operation, LEMPC achieves 15.12 in economic cost function of Eq. 4.44 while the LMPC yields 13.91.

### 4.5 Conclusions

This chapter focused on the design of LEMPC algorithms for a class of nonlinear systems which are capable of optimizing closed-loop performance with respect to a general objective function that may directly address economic considerations. Under
Figure 4.11: State trajectories of the process under the LEMPC design of Eq. 4.37 with initial state \((C_A(0), T(0)) = (1 \text{ kmol/m}^3, 320 K)\) for one period of operation subject to bounded process disturbance.

Figure 4.12: Manipulated input trajectory under the LEMPC design of Eq. 4.37 with initial state \((C_A(0), T(0)) = (1 \text{ kmol/m}^3, 320 K)\) for one period of operation subject to bounded process disturbance.
appropriate stabilizability assumptions, the proposed LEMPC designs very often dictate time-varying operation to optimize an economic (typically non-quadratic) cost function in contrast to conventional LMPC designs which typically include a quadratic objective function and regulate a process at a steady-state. The proposed LEMPC algorithms took advantage of the solution of auxiliary LMPC problems at different sampling times to incorporate appropriate economic cost and control action-based constraints in the LEMPC formulations and ensure improved performance, measured by the desired economic cost, with respect to conventional LMPC. A chemical process example was used to demonstrate the proposed LEMPC algorithms.
In this chapter, we consider distributed MPC (DMPC) of nonlinear systems subject to communication disruptions between the distributed controllers. Specifically, we focus on the design of DMPC architectures that take explicitly into account communication channel noise and data losses between the distributed controllers. In the proposed DMPC architecture, one of the distributed controllers is responsible for ensuring closed-loop stability while the rest of the distributed controllers communicate and cooperate with the stabilizing controller to further improve the closed-loop performance. The communication between the distributed controllers is prone to communication noise and data losses. We employ a specific channel model to consider a number of realistic data transmission scenarios. In order to determine if the data transmitted through the communication channel is reliable or not, feasibility
problems are incorporated in the DMPC architecture and based on the result of these feasibility problems, the transmitted information is accepted or rejected by the stabilizing MPC. In order to ensure the stability of the closed-loop system under communication disruptions, each model predictive controller utilizes a stability constraint which is based on a suitable Lyapunov-based controller. The proposed DMPC system possesses an explicit characterization of the stability region of the closed-loop system and guarantees that the closed-loop system is ultimately bounded in an invariant set which contains the origin. The theoretical results are illustrated using a nonlinear chemical process example.

5.1 Preliminaries

5.1.1 Notation

The operator $|\cdot|$ is used to denote the Euclidean norm of a vector. A continuous function $\alpha: [0,a) \rightarrow [0,\infty)$ is said to belong to class $\mathcal{K}$ if it is strictly increasing and satisfies $\alpha(0) = 0$. The symbol $\Omega_r$ is used to denote the set $\Omega_r := \{x \in \mathbb{R}^n : V(x) \leq r\}$ where $V$ is a scalar positive definite, continuous differentiable function and $V(0) = 0$, and the operator ‘\-' denotes set subtraction, that is, $A\setminus B := \{x \in \mathbb{R}^n : x \in A, x \notin B\}$. The symbol $\text{diag}(v)$ denotes a square diagonal matrix whose diagonal elements are the elements of vector $v$. 
5.1.2 Problem formulation

We consider nonlinear process systems described by the following state-space model:

\[ \dot{x}(t) = f(x(t)) + \sum_{i=1}^{m} g_i(x(t))u_i(t) + k(x(t))w(t) \]  \hspace{1cm} (5.1)

where \( x(t) \in \mathbb{R}^{n_x} \) denotes the vector of process state variables, \( u_i(t) \in \mathbb{R}^{m_{u_i}}, i = 1, \ldots, m \), are \( m \) sets of control (manipulated) inputs and \( w(t) \in \mathbb{R}^{n_w} \) denotes the vector of disturbance variables which is assumed to be bounded, that is, \( w(t) \in W \) where

\[ W := \{ w \in \mathbb{R}^{n_w} : |w| \leq \theta_w, \theta_w > 0 \}. \]

The \( m \) sets of inputs are restricted to be in \( m \) nonempty convex sets \( U_i \subseteq \mathbb{R}^{m_{u_i}}, i = 1, \ldots, m \), which are defined as follows:

\[ U_i := \{ u_i \in \mathbb{R}^{m_{u_i}} : |u_i| \leq u_{i \text{max}} \}, i = 1, \ldots, m \]

where \( u_{i \text{max}}, i = 1, \ldots, m \), are the magnitudes of the input constraints. We will design \( m \) distributed controllers to compute the \( m \) sets of control inputs, respectively.

We assume that \( f, g_i, i = 1, \ldots, m \), and \( k \) are locally Lipschitz vector, matrix and matrix functions, respectively and that the origin is an equilibrium of the unforced nominal system (i.e., system of Eq. 5.1 with \( u_i(t) = 0, i = 1, \ldots, m, w(t) = 0 \) for all \( t \)) which implies that \( f(0) = 0 \). We also assume that the state \( x \) of the system is sampled synchronously and the time instants at which we have state measurement samplings are indicated by the time sequence \( \{t_{k \geq 0} \} \) with \( t_k = t_0 + k\Delta, k = 0, 1, \ldots \) where \( t_0 \) is the initial time and \( \Delta \) is the sampling time.
5.1.3 Model of the communication channel

We consider data losses and noise in communication between the $m$ distributed controllers. For a given input $r \in \mathbb{R}^{mu}$ to the communication channel, the output $\tilde{r} \in \mathbb{R}^{mu}$ is characterized as

$$\tilde{r} = lr + n$$

(5.2)

where $l$ is a Bernoulli random variable with parameter $\alpha$ and $n \in R^{mu}$ is a vector whose elements are white gaussian noise with zero mean and the same variance $\sigma^2$. The random variable $l$ is used to model data losses in the communication channel. The white noise, $n$, is used to model channel noise, quantization error or any other error to the transmitted signal, and it is independent of the data losses in a probabilistic sense. If the receiver determines that a successful transmission is made, then $l = 1$, otherwise $l = 0$. Furthermore, in order to obtain deterministic stability results, we assume that, when a successful transmission is made, the noise, $n$, attached to the input signal, $r$, is bounded by $\theta$ (that is $|n| \leq \theta$) as shown in Fig. 5.1. Both assumptions are meaningful from a practical standpoint; please see the example in Section 5.4. We assume that the capacity of the communication channel [20] is high enough so that we can transmit data through it with a high rate.

**Remark 5.1.** Note that there are a variety of approaches to detect whether data loss
has happened at the receiver side of a communication channel. One common approach is to measure the power of the received signal and compare it with a pre-configured signal transmission power level. If the power of the received signal is much smaller than the pre-configured signal transmission power level, then data loss is declared; and if the power of the received signal is close to the pre-configured signal transmission power level, then transmission is assumed to be successful.

5.1.4 Lyapunov-based controller

We assume that there exists a Lyapunov-based controller $h(x)$ which renders the origin of the nominal closed-loop system asymptotically stable with $u_1 = h(x)$ and $u_i = 0$ ($i = 2, \ldots, m$), while satisfying the input constraint on $u_1$ for all the states $x$ inside a given stability region. We note that this assumption is essentially equivalent to the assumption that the process is stabilizable or that the pair $(A, B)$ in the case of linear systems is stabilizable. Using converse Lyapunov theorems [71, 59, 18], this assumption implies that there exist functions $\alpha_i(\cdot)$, $i = 1, 2, 3, 4$ of class $K$ and a continuously differentiable Lyapunov function $V(x)$ for the nominal closed-loop system, that satisfy the following inequalities:

\[
\begin{align*}
\alpha_1(|x|) &\leq V(x) \leq \alpha_2(|x|) \\
\frac{\partial V(x)}{\partial x} (f(x) + g_1(x)h(x)) &\leq -\alpha_3(|x|) \\
\left|\frac{\partial V(x)}{\partial x}\right| &\leq \alpha_4(|x|) \\
h(x) &\in U_1
\end{align*}
\]

for all $x \in D \subseteq \mathbb{R}^n$ where $D$ is an open neighborhood of the origin. We denote the region $\Omega_\rho$ as the stability region of the closed-loop system under the control inputs $u_1 = h(x)$ and $u_i = 0$ ($i = 2, \ldots, m$). By continuity, the local Lipschitz property
assumed for the functions $f(x), g_i(x)$ where $i = 1, \ldots, m$ and $k(x)$ and the fact that the manipulated inputs $u_i$ belong to the convex sets $U_i$, it can be concluded that there exists a positive constant $M$ such that

$$|f(x(t)) + \sum_{i=1}^{m} g_i(x(t))u_i(t) + k(x(t))w(t)| \leq M$$

(5.4)

for all $x \in \Omega_{\rho}$, $u_i \in U_i$ and $w \in W$. In addition, by the continuous differentiable property of the Lyapunov function $V$ and the Lipschitz property assumed for the functions $f(x), g_i(x)$ and $k(x)$, there exist positive constants $L_x, L_{u_i}$, and $L_w$ such that

$$\left| \frac{\partial V(x)}{\partial x} f(x) - \frac{\partial V(x')}{\partial x} f(x') \right| \leq L_x |x - x'|$$

$$\left| \frac{\partial V(x)}{\partial x} g_i(x) - \frac{\partial V(x')}{\partial x} g_i(x') \right| \leq L_{u_i} |x - x'|, i = 1, \ldots, m$$

(5.5)

$$\left| \frac{\partial V(x)}{\partial x} k(x) \right| \leq L_w$$

for all $x, x' \in \Omega_{\rho}$, $u_i \in U_i$ and $w \in W$. These constants will be employed in the proof of the stability of the closed-loop system (Theorem 5.1 in Section 5.3).

**Remark 5.2.** Note that while there are currently no general methods for constructing Lyapunov functions for general nonlinear systems, for broad classes of nonlinear systems arising in the context of chemical process control applications, quadratic Lyapunov functions are widely used and provide very good estimates of closed-loop stability regions; please see example in Section 5.4.

### 5.2 DMPC with communication disruptions

In our previous work [61], a DMPC architecture with flawless communication between controllers was introduced. In practice, however, there is communication disruption including channel noise and data loss between distributed controllers. The objective of
this chapter (see also [41, 40]) is to propose a DMPC framework which deals with communication disruptions while maintaining closed-loop stability and improving closed-loop performance. In the sequel, we design $m$ LMPCs to calculate the $m$ sets of control inputs, respectively, and refer to the controller calculate $u_i$ ($i = 1, \ldots, m$) as LMPC $i$. In the proposed methodology, LMPC 1 is responsible for the stability of the closed-loop while the rest of LMPCs (i.e., LMPC 2 to LMPC $m$) communicate and cooperate with LMPC 1 to improve the closed-loop performance. The proposed DMPC design inherits the closed-loop stability from the Lyapunov-based controller $h(\cdot)$. A schematic diagram of the proposed DMPC design for systems subject to communication disruptions between distributed controllers is depicted in Fig. 5.2.

We propose to use the following implementation strategy:

1. All LMPCs receive the sensor measurements $x(t_k)$ at sampling time $t_k$.

2. For $i = 2, \ldots, m$

   2.1. LMPC $i$ evaluates the optimal input trajectory of $u_i$ based on $x(t_k)$ and
sends the first step input values of $u_i$ to its corresponding actuators.

2.2. LMPC $i$ sends the entire optimal input trajectory of $u_i$ to LMPC 1 through a communication channel.

3. LMPC 1 solves a feasibility problem for each input trajectory it received to determine if the trajectory should be accepted or rejected.

5. LMPC 1 evaluates the future input trajectory of $u_1$ based on $x(t_k)$ and the results of the feasibility problems for the trajectories it received from LMPC $i$ with $i = 2, \ldots, m$.

6. LMPC 1 sends the first step input value of $u_1$ to its corresponding actuators.

In the sequel, we describe the design of LMPC $j$ ($j = 2, \ldots, m$) and its corresponding feasibility problem and the design of LMPC 1.

Upon receiving the sensor measurement $x(t_k)$, LMPC $j$ obtains its optimal input trajectory by solving the following optimization problem:

$$\begin{align*}
\min_{u_j \in S(\Delta)} & \int_{0}^{N\Delta} \left[ \tilde{x}^j(\tau)^T Q_c \tilde{x}^j(\tau) + \sum_{i=1}^{m} u^T_i(\tau) R_{c_i} u_i(\tau) \right] d\tau \\
\tilde{x}^j(\tau) &= f(\tilde{x}^j(\tau)) + \sum_{i=1}^{m} g_i(\tilde{x}^j(\tau)) u_i(\tau) \\
u_1(\tau) &= h(\tilde{x}^j(q\Delta)), \quad \forall \, \tau \in [q\Delta, (q+1)\Delta) \\
u_i(\tau) &= 0, \quad \forall \, 2 \leq i \leq m \& i \neq j \\
\tilde{x}^j(0) &= x(t_k) \\
u_j(\tau) &\in U_j
\end{align*}$$
\[
\frac{\partial V(x(t_k))}{\partial x} g_j(x(t_k)) u_j(0) \leq 0
\]  

(5.6g)

where \( S(\Delta) \) is the family of piece-wise constant functions with sampling period \( \Delta \), \( Q_c \) and \( R_{ci} (i = 1, \ldots, m) \) are positive definite weight matrices that define the cost, \( q = 0, \ldots, N - 1 \), \( x(t_k) \) is the state measurement obtained at \( t_k \), \( \tilde{x}^j \) is the predicted trajectory of the nominal system for the input trajectory computed by the LMPC \( j \), and \( N \) is the prediction horizon. We note that in order to simplify the notation, \( \frac{\partial V(x(t_k))}{\partial x} \) is used to denote \( \frac{\partial V(x(t))}{\partial x}|_{t=t_k} \). In the prediction of the future evolution of the system by LMPC \( j \), it is assumed that LMPC 1 applies the explicit Lyapunov-based controller \( h(\cdot) \) while the rest of the controllers apply zero. While this LMPC formulation intends to improve the closed-loop performance, Eq. 5.6g ensures that the implemented control action contributes to further decrease of the value of the derivative of the Lyapunov function.

Let \( u_j^*(\tau|t_k) \) denote the optimal solution of the optimization problem of Eq. 5.6. LMPC \( j \) sends the first step value of \( u_j^*(\tau|t_k) \) to its actuators and transmits the whole optimal trajectory through the communication channel to LMPC 1. LMPC 1 receives a corrupted version of \( u_j^*(\tau|t_k) \) which can be formulated as:

\[
\tilde{u}_j(\tau|t_k) = l u_j^*(\tau|t_k) + n
\]

If data losses occur during the transmission of the control input trajectory from LMPC \( j \) to LMPC 1, LMPC 1 assumes that LMPC \( j \) applies a zero input (i.e., \( u_j = 0 \)). Note that in this chapter, we do not consider explicitly the step of determining whether data losses occur or not in the transmission of input trajectories. Please see Remark 5.1 on approaches of determining transmission data losses.

When a transmission of the input trajectory \( u_j^*(\tau|t_k) \) is successful, LMPC 1 re-
receives $\tilde{u}_j(\tau|t_k)$ which is a noise-corrupted version of $u^*_j(\tau|t_k)$. To determine the reliability of the received information, LMPC 1 solves a feasibility problem. Based on the result of the feasibility problem, LMPC 1 determines if the received information should be accepted or rejected. The feasibility problem for the information received from LMPC $j$ is as follows:

$$\text{find } z \in S(\Delta)$$

$$\tilde{u}_j(\tau|t_k) - \theta \leq z(\tau) \leq \tilde{u}_j(\tau|t_k) + \theta \quad (5.7a)$$

$$z(\tau) \in U_j \quad (5.7b)$$

$$\frac{\partial V(x(t_k))}{\partial x} g_j(x(t_k)) z(0) > 0 \quad (5.7c)$$

According to the bounded noise value and the received signal from the communication channel, LMPC 1 considers all the possibilities of noise effect on the optimal trajectory of LMPC $j$ (i.e., constraint of Eq. 5.7a) and checks whether in these cases LMPC $j$ satisfies the constraint of Eq. 5.7c. Note that when the optimization problem of Eq. 5.7 is not feasible, it is guaranteed that the original signal $u^*_j(\tau|t_k)$ after transmission through the channel still satisfies the stability constraint of Eq. 5.6g. The feasibility of this problem is used to test whether there exists any possible value of the noise that could (due to corruption) end up making the implemented control action cause an increase in the Lyapunov function derivative, i.e., that $\frac{\partial V(x(t_k))}{\partial x} g_j(x(t_k)) u_j(0) > 0$. If the problem is infeasible, it is guaranteed that the noise cannot make the control action destabilizing, and hence, the control action is accepted. On the other hand, if the problem is feasible, it opens up the possibility of the noise rendering the control action destabilizing, and hence, it is discarded. We also note that there is no
requirement that $\theta$ is sufficient small, however, larger values of $\theta$ increase the range of $z(\tau)$ and influence the feasibility of the problem of Eq. 5.7.

If the optimization problem of Eq. 5.7 is not feasible, then the trajectory information received by LMPC 1 (i.e., $\tilde{u}_j(\tau|t_k)$) is used in the evaluation of LMPC 1; and if the optimization problem of Eq. 5.7 is feasible, then $\tilde{u}_j(\tau|t_k)$ is discarded and a zero trajectory for $u_j$ will be used in the evaluation of LMPC 1. If we define the trajectory of $u_j$ that is used in the evaluation of LMPC 1 as $\tilde{u}_j^*(\tau|t_k)$, then it is defined as follows:

$$
\tilde{u}_j^*(\tau|t_k) = \begin{cases} 
\tilde{u}_j(\tau|t_k) & \text{if (5.7) is not feasible and there is no data loss} \\
0 & \text{if (5.7) is feasible or there exists data loss}
\end{cases}
$$

where $0 \in \mathbb{R}^{m_{u_j}}$. Note that when data loss in the communication channel occurs, a zero trajectory of $u_j$ is also used in the evaluation of LMPC 1. Note also that the above strategy on the use of the corrupted communication information is just one of many possible options to handle communication disruptions in the DMPC architecture.

Employing $\tilde{u}_j^*$ where $j = 2, \ldots, m$, LMPC 1 obtains its optimal trajectory according to the following optimization problem:

$$
\min_{u_1 \in S(\Delta)} \int_0^{N\Delta} [\ddot{x}^1(\tau)^T Q_c \dot{x}^1(\tau) + \sum_{i=1}^{m} u_i^T(\tau) R_{ci} u_i(\tau)] d\tau
$$

$$
\dot{x}^1(\tau) = f(\ddot{x}^1(\tau)) + \sum_{i=1}^{m} g_i(\ddot{x}^1(\tau)) u_i(\tau) \quad (5.8a)
$$

$$
u_1(\tau) \in U_1 \quad (5.8b)$$
\begin{align}
  u_j(\tau) &= \tilde{u}_j^*(\tau|t_k), \ j = 2, \ldots, m \tag{5.8c} \\
  \tilde{x}(0) &= x(t_k) \tag{5.8d} \\
  \frac{\partial V(x(t_k))}{\partial x} g_1(x(t_k)) u_1(0) &\leq \frac{\partial V(x(t_k))}{\partial x} g_1(x(t_k)) h(x(t_k)) \tag{5.8e}
\end{align}

In this formulation, LMPC 1 takes advantage of the knowledge of \( m - 1 \) feasibility problems (i.e., \( \tilde{u}_j^*, \ j = 2, \ldots, m \)) and the Lyapunov-based controller \( h(\cdot) \) to predict the future evolution of the system \( \tilde{x}^1 \). Let \( u_1^*(\tau|t_k) \) denote the optimal solution of the optimization problem of Eq. 5.6.

Based on the solutions of the \( m \) LMPC optimization problems, the manipulated inputs of the proposed DMPC design are defined as follows:

\[ u_i(t) = u_i^*(t - t_k|t_k), \ \forall t \in [t_k, t_{k+1}) \ i = 1, \ldots, m. \tag{5.9} \]

**Remark 5.3.** It should be mentioned that the white gaussian noise considered in this chapter is the accumulation of thermal effects and quantization errors. We did not consider the effects of multi-path transmission, terrain blocking, interference, etc. Further, in this chapter, we assume that when packet loss happens, all of the information we want to transmit is lost; however, without loss of generality, we can extend the results in this chapter to the case in which data loss happens only in some packets of information following a similar methodology like Eq. 5.7 to deal with this issue. The interested reader may refer to [20] and [84] for more details on communication channel modeling.
5.3 DMPC Stability

As it will be proved in Theorem 5.1 below, the proposed DMPC framework takes advantage of the constraints of Eqs. 5.6g and 5.8e to compute the optimal trajectories $u_1, \ldots, u_m$ such that the Lyapunov function value $V(x(t_k))$ is a decreasing sequence with a lower bound and achieves the closed-loop stability of the system.

**Theorem 5.1.** Consider the system of Eq. 5.1 in closed-loop under the DMPC design of Eqs. 5.6-5.9 based on a controller $u_1 = h(x)$ that satisfies the conditions of Eq. 5.3. Let $\epsilon_w > 0$, $\Delta > 0$ and $\rho > \rho_s > 0$ satisfy the following constraint:

$$-\alpha_3(\alpha_2^{-1}(\rho_s)) + (L_x + \sum_{i=1}^{m} L_u u_i^{\text{max}}) M \Delta + L_w \theta_w \leq -\epsilon_w / \Delta. \quad (5.10)$$

If $x(t_0) \in \Omega_{\rho}$ and if $\rho^* \leq \rho$ where $\rho^* = \max\{V(x(t + \Delta)) : V(x(t)) \leq \rho_s\}$, then the state $x(t)$ of the closed-loop system is ultimately bounded in $\Omega_{\rho^*}$.

**Proof 5.1.** The proof consists of two parts. We first prove that the optimization problems of Eqs. 5.6 and 5.8 are feasible for all states $x \in \Omega_{\rho}$. Subsequently, we prove that, under the DMPC design of Eqs. 5.6-5.9, the state of the system of Eq. 5.1 is ultimately bounded in a region that contains the origin.

**Part 1:** First, we consider the feasibility of LMPC $j$ ($j = 2, \ldots, m$) and then focus on the feasibility of LMPC 1. All input trajectories of $u_j(\tau)$ such that $u_j(\tau) = 0$, $\forall \tau \in [0, N\Delta)$ satisfy all the constraints (including the input constraint of Eq. 5.6f and the constraint of Eq. 5.6g) of LMPC $j$, thus the feasibility of LMPC $j$ is obtained. The feasibility of LMPC 1 follows because all input trajectories $u_1(\tau)$ such that $u_1(\tau) = h(x(t_k))$, $\forall \tau \in [0, \Delta)$ and $u_1(\tau) = 0$, $\forall \tau \in [\Delta, N\Delta)$ are feasible solutions to the optimization problem of LMPC 1 since all such trajectories satisfy the input constraint of Eq. 5.8b and the constraint of Eq. 5.8e; this is guaranteed by the assumed property
Part 2: Considering the inequalities of Eq. 5.3, addition of inequalities of Eqs. 5.6g and 5.8e for \( j = 2, \ldots, m \) implies that if \( x(t_k) \in \Omega_\rho \), the following inequality holds:

\[
\frac{\partial V(x(t_k))}{\partial x}(f(x(t_k)) + \sum_{i=1}^{m} g_i(x(t_k))u_i^*(0|t_k)) \leq \frac{\partial V(x(t_k))}{\partial x}(f(x(t_k)) + g_1(x(t_k))h(x(t_k))) \\
\leq -\alpha_3(|x(t_k)|).
\]  

(5.11)

The time derivative of the Lyapunov function along the actual state trajectory \( x(t) \) of system of Eq. 5.1 in \( t \in [t_k, t_{k+1}) \) is given by:

\[
\dot{V}(x(t)) = \frac{\partial V(x)}{\partial x}(f(x(t)) + \sum_{i=1}^{m} g_i(x(t))u_i^*(0|t_k) + k(x(t))w(t)).
\]  

(5.12)

Adding and subtracting \( \frac{\partial V(x(t_k))}{\partial x}(f(x(t_k)) + \sum_{i=1}^{m} g_i(x(t_k))u_i^*(0|t_k)) \) to the right-hand-side of Eq. 5.12 and taking Eq. 5.11 into account, we obtain the following inequality:

\[
\dot{V}(x(t)) \leq -\alpha_3(|x(t_k)|) + \frac{\partial V(x)}{\partial x}(f(x(t)) + \sum_{i=1}^{m} g_i(x(t))u_i^*(0|t_k) + k(x(t))w(t)) \\
- \frac{\partial V(x(t_k))}{\partial x}(f(x(t_k)) + \sum_{i=1}^{m} g_i(x(t_k))u_i^*(0|t_k)).
\]  

(5.13)

From Eq. 5.5 and the inequality of Eq. 5.13, the following inequality is obtained for all \( x(t_k) \in \Omega_\rho \setminus \Omega_{\rho_\alpha} \):

\[
\dot{V}(x(t)) \leq -\alpha_3(\alpha_2^{-1}(\rho_\alpha)) + L_w|w(t)| + (L_x + \sum_{i=1}^{m} L_{ui}u_i^*(0|t_k))|x(t) - x(t_k)|.
\]  

(5.14)

Taking into account Eq. 5.4 and the continuity of \( x(t) \), the following bound can be written for all \( t \in [t_k, t_{k+1}) \), \(|x(t) - x(t_k)| \leq M\Delta \). Using this expression, we obtain the following bound on the time derivative of the Lyapunov function for \( t \in [t_k, t_{k+1}) \),
for all initial states $x(t_k) \in \Omega_\rho \setminus \Omega_{\rho_s}$:

$$
\dot{V}(x(t)) \leq -\alpha_3(\alpha_2^{-1}(\rho_s)) + (L_x + \sum_{i=1}^{m} L_{ui}u_{i}^{\max})M\Delta + L_w\theta_w.
$$

If the condition of Eq. 5.10 is satisfied, then there exists $\epsilon_w > 0$ such that the following inequality holds for $x(t_k) \in \Omega_\rho \setminus \Omega_{\rho_s}$:

$$
\dot{V}(x(t)) \leq -\epsilon_w/\Delta, \ \forall t = [t_k, t_{k+1}).
$$

Integrating this bound on $t \in [t_k, t_{k+1})$, we obtain that:

$$
V(x(t_{k+1})) \leq V(x(t_k)) - \epsilon_w
$$

$$
V(x(t)) \leq V(x(t_k)), \ \forall t \in [t_k, t_{k+1})
$$

(5.15)

for all $x(t_k) \in \Omega_\rho \setminus \Omega_{\rho_s}$. Using Eq. 5.15 recursively, it is proved that, if $x(t_0) \in \Omega_\rho \setminus \Omega_{\rho_s}$, the state converges to $\Omega_{\rho_s}$ in a finite number of sampling times without leaving the stability region. Once the state converges to $\Omega_{\rho_s} \subseteq \Omega_{\rho^*}$, it remains inside $\Omega_{\rho^*}$ for all times. This statement holds because of the definition of $\rho^*$. This proves that the closed-loop system under the distributed LMPC design is ultimately bounded in $\Omega_{\rho^*}$.

**Remark 5.4.** The condition of Eq. 5.10 guarantees that if the state of the closed-loop system at a sampling time $t_k$ is outside the level set $V(x(t_k)) = \rho_s$ but inside the level set $V(x(t_k)) = \rho$, the derivative of the Lyapunov function of the state of the closed-loop system is negative under the proposed design.

**Remark 5.5.** For nonlinear systems under continuous control implementation, a sufficient condition for invariance is that the Lyapunov function is decreasing on the boundary of a set. For systems with continuous-time dynamics and sample-and-hold control implementation, this condition is not sufficient because the derivative may
become positive during the sampling period and the system may leave the set before a new sample is obtained. Based on Theorem 5.1, \( \rho^* \) is the maximum value that the Lyapunov function can achieve in a time period of length \( \Delta \) when \( x(t_k) \in \Omega_{\rho_s} \). \( \Omega_{\rho^*} \) defines an invariant set for the state \( x(t) \) under sample-and-hold implementation of the control action.

Remark 5.6. Note that the closed-loop stability is guaranteed by the constraints of Eqs. 5.6g and 5.8e. The use of the corrupted input trajectory information of \( u_j \) (i.e., \( \tilde{u}_j \)) where \( j = 2, \ldots, m \) does not affect the feasibility of the optimization problems of Eqs. 5.6 and 5.8 as well as the stability of the closed-loop system; however, it does affect the closed-loop system performance. This is the reason for the introduction of the feasibility problem of Eq. 5.7 which is used to decide whether the corrupted information can be used to improve the closed-loop performance.

Remark 5.7. We have partitioned \( \Omega_{\rho} \) into two regions (\( \Omega_{\rho^*} \setminus \Omega_{\rho_s} \) and \( \Omega_{\rho_s} \)). When \( x(t_k) \in \Omega_{\rho} \), it follows that either \( x(t_k) \in \Omega_{\rho} \setminus \Omega_{\rho_s} \) or \( x(t_k) \in \Omega_{\rho_s} \). As we stated and proved in Theorem 5.1, according to definition of \( \rho^* \), once the state converges to \( \Omega_{\rho_s} \subseteq \Omega_{\rho^*} \), it remains inside \( \Omega_{\rho^*} \) for all times. If \( x(t_k) \in \Omega_{\rho} \setminus \Omega_{\rho_s} \) and the condition in Eq 5.10 is satisfied, the state converges to \( \Omega_{\rho_s} \) in a finite number of sampling times without leaving the stability region. In both cases, the state will be bounded in \( \Omega_{\rho^*} \).

Remark 5.8. In this chapter, we deal with communication disruptions and do not address issues arising due to faults in the control actuators or in the control system (e.g., [75, 15]). Also, we assume that all the distributed controllers have access to the full system state. In Chapter 6, we will address the scenario in which each controller has access only to partial state information and utilizes an observer to estimate the full system state subject to bounded process noise (disturbance). It should be mentioned that due to the effect of disturbances and model errors, the controllers should
be updated at every several sampling time with full system state information in order to provide deterministic closed-loop stability properties.

5.4 Application to a chemical process

The process considered in this study is a three vessel, reactor-separator system consisting of two continuously stirred tank reactors (CSTRs) and a flash tank separator shown in Fig. 5.3 [15]. A feed stream to the first CSTR $F_{10}$ contains the reactant $A$ which is converted into the desired product $B$. The desired product $B$ can then further react into an undesired side-product $C$. The effluent of the first CSTR along with additional fresh feed $F_{20}$ makes up the inlet to the second CSTR. The reactions $A \rightarrow B$ and $B \rightarrow C$ (referred to as 1 and 2, respectively) take place in the two CSTRs in series before the effluent from CSTR 2 is fed to a flash tank. The overhead vapor from the flash tank is condensed and recycled to the first CSTR, and the bottom product stream is removed. A small portion of the overhead is purged before being recycled to the first CSTR. All the three vessels are assumed to have static holdup. The dynamic equations describing the behavior of the system, obtained through material and energy balances under standard modeling assumptions, are given below:

$$\frac{dT_1}{dt} = \frac{F_{10}}{V_1} (T_{10} - T_1) + \frac{F_r}{V_1} (T_3 - T_1) + \frac{-\Delta H_1}{\rho C_p} k_1 e^{-\frac{E_1}{RT_1}} C_{A1} + \frac{-\Delta H_2}{\rho C_p} k_2 e^{-\frac{E_2}{RT_1}} C_{A1} + \frac{Q_1}{\rho C_p V_1}$$  

(5.16a)

$$\frac{dC_{A1}}{dt} = \frac{F_{10}}{V_1} (C_{A10} - C_{A1}) + \frac{F_r}{V_1} (C_{Ar} - C_{A1}) - k_1 e^{-\frac{E_1}{RT_1}} C_{A1} - k_2 e^{-\frac{E_2}{RT_1}} C_{A1}$$  

(5.16b)

$$\frac{dC_{B1}}{dt} = -\frac{F_{10}}{V_1} C_{B1} + \frac{F_r}{V_1} (C_{Br} - C_{B1}) + k_1 e^{-\frac{E_1}{RT_1}} C_{A1}$$  

(5.16c)

$$\frac{dC_{C1}}{dt} = -\frac{F_{10}}{V_1} C_{C1} + \frac{F_r}{V_1} (C_{Cr} - C_{C1}) + k_2 e^{-\frac{E_2}{RT_1}} C_{A1}$$  

(5.16d)
Each of the tanks has an external heat input/removal actuator. The model of the flash tank separator is derived under the assumption that the relative volatility for
each of the species remains constant within the operating temperature range of the flash tank. This assumption allows calculating the mass fractions in the overhead based upon the mass fractions in the liquid portion of the vessel. It has also been assumed that there is a negligible amount of reaction taking place in the separator. The following algebraic equations model the composition of the overhead stream relative to the composition of the liquid holdup in the flash tank:

\[
C_{Ar} = \frac{\alpha AC_{A3}}{K}, \quad C_{Br} = \frac{\alpha BC_{B3}}{K}, \quad C_{Cr} = \frac{\alpha CC_{C3}}{K} \\
K = \alpha AC_{A3} \frac{MW_A}{\rho} + \alpha BC_{B3} \frac{MW_B}{\rho} + \alpha CC_{C3} \frac{MW_C}{\rho} + \alpha Dx_D \rho
\]

(5.17)

where \(x_D\) is the mass fraction of the solvent in the flash tank liquid holdup and is found from a mass balance. The definitions for the variables used in Eqs. 5.16-5.17 can be found in Table 5.1, with the parameter values given in Table 5.2.

The system of Eqs. 5.16-5.17 is numerically simulated using a standard Euler integration method. Process noise was added to the right-hand side of each equation in the process of Eq. 5.16 to simulate disturbances/model uncertainty and it is generated as autocorrelated noise of the form \(w_k = \phi w_{k-1} + \xi_k\) where \(k = 0, 1, \ldots\) is the discrete time step of 0.001 hr, \(\xi_k\) is generated by a normally distributed random variable with standard deviation \(\sigma_p\), and \(\phi\) is the autocorrelation factor and \(w_k\) is bounded by \(\theta_p\), that is \(|w_k| \leq \theta_p\). Table 5.3 contains the parameters used in generating the process noise.

We assume that the state measurements which include the temperatures and species concentrations in the three vessels are available synchronously and continuously at time instants \(\{t_{k \geq 0}\}\) with \(t_k = t_0 + k\Delta, \ k = 0, 1, \ldots\) where \(t_0\) is the initial time and \(\Delta\) is the sampling time. For the simulations carried out in this section, we pick the initial time to be \(t_0 = 0\) and the sampling time to be \(\Delta = 0.01 \ \text{hr} = 36 \ \text{sec.}\)
Table 5.1: Process variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{A1}, C_{A2}, C_{A3}$</td>
<td>concentrations of $A$ in vessels 1, 2, 3</td>
</tr>
<tr>
<td>$C_{B1}, C_{B2}, C_{B3}$</td>
<td>concentrations of $B$ in vessels 1, 2, 3</td>
</tr>
<tr>
<td>$C_{C1}, C_{C2}, C_{C3}$</td>
<td>concentrations of $C$ in vessels 1, 2, 3</td>
</tr>
<tr>
<td>$C_{Ar}, C_{Br}, C_{Cr}$</td>
<td>concentrations of $A, B, C$ in the recycle</td>
</tr>
<tr>
<td>$T_{1}, T_{2}, T_{3}$</td>
<td>temperatures in vessels 1, 2, 3</td>
</tr>
<tr>
<td>$T_{10}, T_{20}$</td>
<td>feed stream temperatures to vessels 1, 2</td>
</tr>
<tr>
<td>$F_{1}, F_{2}, F_{3}$</td>
<td>effluent flow rates from vessels 1, 2, 3</td>
</tr>
<tr>
<td>$F_{10}, F_{20}$</td>
<td>feed stream flow rates to vessels 1, 2</td>
</tr>
<tr>
<td>$C_{A10}, C_{A20}$</td>
<td>concentrations of $A$ in the feed stream to vessels 1, 2</td>
</tr>
<tr>
<td>$F_r$</td>
<td>recycle flow rate</td>
</tr>
<tr>
<td>$V_1, V_2, V_3$</td>
<td>volumes of vessels 1, 2, 3</td>
</tr>
<tr>
<td>$u_1, u_2, u_3, u_4$</td>
<td>manipulated inputs</td>
</tr>
<tr>
<td>$E_1, E_2$</td>
<td>activation energy for reactions 1, 2</td>
</tr>
<tr>
<td>$k_1, k_2$</td>
<td>pre-exponential values for reactions 1, 2</td>
</tr>
<tr>
<td>$\Delta H_1, \Delta H_2$</td>
<td>heats of reaction for reactions 1, 2</td>
</tr>
<tr>
<td>$H_{vap}$</td>
<td>heat of vaporization</td>
</tr>
<tr>
<td>$\alpha_A, \alpha_B, \alpha_C, \alpha_D$</td>
<td>relative volatilities of $A, B, C, D$</td>
</tr>
<tr>
<td>$MW_A, MW_B, MW_C$</td>
<td>molecular weights of $A, B, C$</td>
</tr>
<tr>
<td>$Q_1, Q_2, Q_3$</td>
<td>heat inputs into vessels 1, 2, 3</td>
</tr>
<tr>
<td>$C_p, R, \rho$</td>
<td>heat capacity, gas constant and solution density</td>
</tr>
</tbody>
</table>
Table 5.2: Parameter values

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>$K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{10}$</td>
<td>$T_{20}$</td>
<td>300, 300</td>
</tr>
<tr>
<td>$F_{10}$</td>
<td>$F_{20}$</td>
<td>$F_r$ 1.9</td>
</tr>
<tr>
<td>$C_{A10}$</td>
<td>$C_{A20}$</td>
<td>4, 3</td>
</tr>
<tr>
<td>$V_1$</td>
<td>$V_2$</td>
<td>1.0, 0.5</td>
</tr>
<tr>
<td>$V_3$</td>
<td></td>
<td>1.0</td>
</tr>
<tr>
<td>$E_1$</td>
<td>$E_2$</td>
<td>$5E4$, $5E4$</td>
</tr>
<tr>
<td>$k_1$</td>
<td>$k_2$</td>
<td>$3E6$, $3E6$</td>
</tr>
<tr>
<td>$\Delta H_1$</td>
<td>$\Delta H_2$</td>
<td>$-5E4$, $-5.3E4$</td>
</tr>
<tr>
<td>$H_{vap}$</td>
<td>$C_p$</td>
<td>5, 0.231</td>
</tr>
<tr>
<td>$R$</td>
<td>$\rho$</td>
<td>8.314, 1000</td>
</tr>
<tr>
<td>$\alpha_A$</td>
<td>$\alpha_B$</td>
<td>2, 1</td>
</tr>
<tr>
<td>$\alpha_C$</td>
<td>$\alpha_D$</td>
<td>1.5, 3</td>
</tr>
<tr>
<td>$MW_A$</td>
<td>$MW_B$</td>
<td>50, 50</td>
</tr>
<tr>
<td>$MW_C$</td>
<td></td>
<td>50</td>
</tr>
</tbody>
</table>

Table 5.3: Disturbance parameters.

<p>| | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\sigma_p$</td>
<td>$\phi$</td>
<td>$\theta_p$</td>
<td>$\sigma_p$</td>
<td>$\phi$</td>
<td>$\theta_p$</td>
</tr>
<tr>
<td>$C_{A1}$</td>
<td>0.1</td>
<td>0.7</td>
<td>0.09</td>
<td>$C_{A2}$</td>
<td>0.1</td>
<td>0.7</td>
</tr>
<tr>
<td>$C_{B1}$</td>
<td>0.02</td>
<td>0.7</td>
<td>0.01</td>
<td>$C_{B2}$</td>
<td>0.1</td>
<td>0.7</td>
</tr>
<tr>
<td>$C_{C1}$</td>
<td>0.02</td>
<td>0.7</td>
<td>0.01</td>
<td>$C_{C2}$</td>
<td>0.1</td>
<td>0.7</td>
</tr>
<tr>
<td>$T_1$</td>
<td>10</td>
<td>0.7</td>
<td>1.17</td>
<td>$T_2$</td>
<td>10</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$T_3$</td>
<td>10</td>
<td>0.7</td>
</tr>
</tbody>
</table>

Table 5.4: Steady-state values for $Q_{1s}$, $Q_{2s}$ and $Q_{3s}$.

<table>
<thead>
<tr>
<th>$Q_{1s}$</th>
<th>$Q_{2s}$</th>
<th>$Q_{3s}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 [KJ/hr]</td>
<td>0 [KJ/hr]</td>
<td>0 [KJ/hr]</td>
</tr>
</tbody>
</table>

Table 5.5: Steady-state values for $x_s$.

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{A1s}$</td>
<td>3.31 [kmol/m$^3$]</td>
<td>$C_{A2s}$</td>
<td>2.75 [kmol/m$^3$]</td>
</tr>
<tr>
<td>$C_{B1s}$</td>
<td>0.17 [kmol/m$^3$]</td>
<td>$C_{B2s}$</td>
<td>0.45 [kmol/m$^3$]</td>
</tr>
<tr>
<td>$C_{C1s}$</td>
<td>0.04 [kmol/m$^3$]</td>
<td>$C_{C2s}$</td>
<td>0.11 [kmol/m$^3$]</td>
</tr>
<tr>
<td>$T_{1s}$</td>
<td>369.53 [K]</td>
<td>$T_{2s}$</td>
<td>435.25 [K]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$T_{3s}$</td>
<td>435.25 [K]</td>
</tr>
</tbody>
</table>
The first set of manipulated inputs is the heat injected to or removed from the three vessels, that is \( u_1 = [Q_1 - Q_{1s}, Q_2 - Q_{2s}, Q_3 - Q_{3s}]^T \); the second set of manipulated inputs is the deviated inlet flow rate to vessel 2, that is \( u_2 = \Delta F_{20} = F_{20} - F_{20s} \). The open-loop system has one unstable and two stable steady states. The control objective is to regulate the system to the unstable steady-state \( x_s \) corresponding to the operating point defined by \( Q_{1s}, Q_{2s}, Q_{3s} \) and \( F_{20s} \). The steady-state values for \( u_1 \) and \( u_2 \) are zero. Taking this control objective into account, the process model belongs to the following class of nonlinear systems:

\[
\dot{\mathbf{x}}(t) = f(\mathbf{x}(t)) + g_1(\mathbf{x}(t))u_1(t) + g_2(\mathbf{x}(t))u_2(t) + \mathbf{w}(t)
\]

where \( x^T = [x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, x_9, x_{10}, x_{11}, x_{12}] = [T_1 - T_{1s}, C_{A1} - C_{A1s}, C_{B1} - C_{B1s}, C_{C1} - C_{C1s}, T_2 - T_{2s}, C_{A2} - C_{A2s}, C_{B2} - C_{B2s}, C_{C2} - C_{C2s}, T_3 - T_{3s}, C_{A3} - C_{A3s}, C_{B3} - C_{B3s}, C_{C3} - C_{C3s}] \) is the state, \( u_1^T = [u_{11}, u_{12}, u_{13}] = [Q_1 - Q_{1s}, Q_2 - Q_{2s}, Q_3 - Q_{3s}] \) and \( u_2 = \Delta F_{20} = F_{20} - F_{20s} \) are the manipulated inputs which are deviation variables and are subject to the constraints \( |u_{1i}| \leq 10^4 \text{ KJ/hr} \) \( (i = 1, 2, 3) \) and \( |u_2| \leq 5 \text{ m}^3/\text{hr} \), and \( \mathbf{w} \) is a bounded noise.

We consider a quadratic Lyapunov function \( \mathbf{V}(\mathbf{x}) = \mathbf{x}^T \mathbf{P} \mathbf{x} \) with \( \mathbf{P} = \text{diag}([10^4, 10^4, 10^4, 10^4, 10^4, 10^4, 10^4, 10^4, 10^4, 10^4, 10^4, 10^4, 10^4]) \) and design the controller \( h(x) \) as three PI controllers with proportional gains \( K_{p1} = K_{p2} = K_{p3} = 8000 \) and integral time constants \( \tau_{I1} = \tau_{I2} = \tau_{I3} = 10 \) based on the measurements of \( T_1, T_2 \) and \( T_3 \), respectively. The values of the weights in \( \mathbf{P} \) have been chosen in a way such that the Lyapunov-based controller \( h(x) \) satisfies the input constraints, stabilizes the closed-loop system and provides good closed-loop performance. Note that, in the absence of process and measurement noise, this design of \( h(x) \) manipulating \( u_1^T = [Q_1, Q_2, Q_3] \) can stabilize the closed-loop system asymptotically without the help of \( u_2 \). Based on \( h(x) \) and \( \mathbf{V}(\mathbf{x}) \), we design LMPC 1 to determine \( u_1 \) and LMPC 2 to determine \( u_2 \) following the forms given in Eqs. 5.6 and 5.8, respectively. In the design of the LMPC controllers, the weighting matrices are chosen to be
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\( Q_c = \text{diag}([10 \ 10^4 \ 10^4 \ 10^4 \ 10^4 \ 10^4 \ 10^4 \ 10^4 \ 10^4 \ 10^4]) \), \( R_1 = \text{diag}((5 \ 5 \ 5) \cdot 10^{-4}) \) and \( R_2 = 10^4 \). The prediction horizon for the optimization problem is \( N = 5 \) with a time step of \( \Delta = 0.01 \text{ hr} \). The initial condition which is utilized to carry out the simulations is \( x(0)^T = [362.14 \ 3.1191 \ 0.13 \ 0.01 \ 348.21 \ 2.01 \ 0.16 \ 0.01 \ 462.55 \ 2.31 \ 0.26 \ 0.01] \).

We set the communication channel noise power \( (\sigma^2) \), the data loss probability \( \alpha \) and the noise bound \( \theta \) to 0.01, 0.1 and 0.25, respectively. Figure 5.4 depicts the proposed control design for the chemical process example which is composed of two LMPCs.

The state trajectory of the process under the proposed DMPC design from the initial state are shown in Fig. 5.5. These figures show that the proposed control design drive the temperatures and the concentrations in the closed-loop system close to the desired steady-state and achieves closed-loop stability.

To emphasize the importance of solving the feasibility problem in LMPC 1 during obtaining its optimal input trajectory, we have carried out a set of simulations to compare the proposed design with our previous control scheme [61] in which LMPC 1 incorporates the received channel signal in its optimization problem without any pre-processing. In other words, in this case LMPC 1 ignores the fact that whether communication channel noise and data loss effects violate the feasibility constraints of LMPC 2 optimization problem. We have carried out a number of simulations to compare the proposed DMPC design with our previous DMPC design with the same
Figure 5.5: State trajectories of the process under the proposed DMPC design.

parameters and initial condition from a performance index point of view. Table 5.6 shows the total cost computed for 10 different closed-loop simulations under the proposed DMPC design and our previous control scheme. To carry out this comparison, we have computed the total cost of each simulation with different operating conditions (different initial states and process disturbances) based on the index of the following form:

\[ J = \sum_{i=0}^{G} x(t_i)^T Q_c x(t_i) + u_1(t_i)^T R_{c1} u_1(t_i) + u_2(t_i)^T R_{c2} u_2(t_i) \]

where \( t_0 \) is the initial time of the simulations and \( t_G = 1 \) hr is the final time of the simulations. As we can see in Table 5.6, the proposed distributed LMPC design has a cost lower than the previous DMPC design in all 10 simulations. This illustrates that in this example, the proposed distributed LMPC design improves our previous design from a closed-loop performance point of view.
Table 5.6: Total performance cost ($*10^7$) along the closed-loop system trajectories.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.486</td>
<td>5.488</td>
<td>6</td>
<td>2.549</td>
<td>2.559</td>
</tr>
<tr>
<td>2</td>
<td>2.497</td>
<td>2.519</td>
<td>7</td>
<td>1.691</td>
<td>1.697</td>
</tr>
<tr>
<td>3</td>
<td>1.771</td>
<td>1.785</td>
<td>8</td>
<td>6.688</td>
<td>6.695</td>
</tr>
<tr>
<td>4</td>
<td>1.203</td>
<td>1.215</td>
<td>9</td>
<td>6.632</td>
<td>6.633</td>
</tr>
<tr>
<td>5</td>
<td>3.163</td>
<td>3.181</td>
<td>10</td>
<td>2.498</td>
<td>2.515</td>
</tr>
</tbody>
</table>

Table 5.7: Total performance cost ($*10^7$) along the closed-loop system trajectories for different data loss probabilities and $\sigma^2 = 0.01$.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>6.803</td>
<td>6.900</td>
<td>0.30</td>
<td>6.808</td>
<td>6.901</td>
</tr>
<tr>
<td>0.10</td>
<td>6.779</td>
<td>6.908</td>
<td>0.35</td>
<td>6.818</td>
<td>6.906</td>
</tr>
<tr>
<td>0.15</td>
<td>6.821</td>
<td>6.897</td>
<td>0.40</td>
<td>6.779</td>
<td>6.901</td>
</tr>
<tr>
<td>0.20</td>
<td>6.821</td>
<td>6.905</td>
<td>0.45</td>
<td>6.793</td>
<td>6.893</td>
</tr>
<tr>
<td>0.25</td>
<td>6.801</td>
<td>6.899</td>
<td>0.50</td>
<td>6.744</td>
<td>6.895</td>
</tr>
</tbody>
</table>

Finally, we have carried out a set of simulations to evaluate the performance of the proposed DMPC design over the one in [61] from a closed-loop performance index point of view under different communication channel noise powers and data loss probabilities. Tables 5.7 and 5.8 show the total cost computed for 10 different data loss probabilities and noise powers compared to our previous DMPC design, respectively. As it can be seen from these tables, the proposed DMPC design is superior from a closed-loop performance point of view for different noise power and data loss probability values. It should be mentioned that the number of feasible and infeasible solutions of the optimization problem of Eq. 5.7 depends on the bound on the communication channel noise; as this bound increases, the number of feasible solutions increases. For the simulation results corresponding to Fig. 5.5, LMPC 1 utilizes the received signal about 8% of the total number of transmissions.
Table 5.8: Total performance cost ($10^7$) along the closed-loop system trajectories for different channel noise power values and $\alpha = 0.1$.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.005</td>
<td>6.787</td>
<td>6.907</td>
<td>0.030</td>
<td>6.802</td>
<td>6.899</td>
</tr>
<tr>
<td>0.010</td>
<td>6.762</td>
<td>6.894</td>
<td>0.035</td>
<td>6.809</td>
<td>6.894</td>
</tr>
<tr>
<td>0.015</td>
<td>6.820</td>
<td>6.895</td>
<td>0.040</td>
<td>6.769</td>
<td>6.939</td>
</tr>
<tr>
<td>0.020</td>
<td>6.744</td>
<td>6.898</td>
<td>0.045</td>
<td>6.835</td>
<td>6.909</td>
</tr>
<tr>
<td>0.025</td>
<td>6.841</td>
<td>6.893</td>
<td>0.050</td>
<td>6.756</td>
<td>6.892</td>
</tr>
</tbody>
</table>

Remark 5.9. Note that the DMPC design in [61] can still guarantee the closed-loop system stability in the presence of communication disruptions; however, the closed-loop performance may be degraded. In this chapter, we propose a practical approach to deal with communication disruptions to improve the closed-loop performance while maintaining the stability properties of the closed-loop system. In all simulations, the proposed DMPC design accounting for disruptions yields reduced performance costs compared to the previous DMPC design, even though this benefit cannot be proved to hold in general.

5.5 Conclusions

In this chapter, we proposed a DMPC design for nonlinear systems taking into account explicitly communication disruptions (i.e., data losses and channel noise) between the distributed controllers. In the proposed DMPC architecture, one of the distributed controllers is responsible for ensuring closed-loop stability while the rest of the distributed controllers communicate and cooperate with the stabilizing controller to further improve the closed-loop performance. To determine if the data transmitted through the communication channel is reliable or not, feasibility problems were incorporated in the DMPC design and based on the result of these feasibility problems, the
transmitted information was accepted or rejected by the stabilizing MPC. In order to ensure the stability of the closed-loop system under communication disruptions, each distributed controller utilized a stability constraint which is based on a suitable Lyapunov-based controller. The proposed DMPC system possesses an explicit characterization of the closed-loop system stability region and guarantees that the closed-loop system is ultimately bounded in an invariant set which contains the origin. The theoretical results were demonstrated through a nonlinear chemical process example.
Chapter 6

Multirate Distributed Model
Predictive Control of Nonlinear Uncertain Systems

In the chapter, we consider the design of a network-based DMPC system using multirate sampling for large-scale nonlinear uncertain systems composed of several coupled subsystems. This problem formulation is important in the context of large-scale networks of heterogeneous components that involve variables that exhibit dynamics and are sampled in significantly different time-scales, for example, energy/water networks as well as chemical process networks. Specifically, we assume that the states of each local subsystem can be divided into fast sampled states and slowly sampled states. Furthermore, we assume that there is a distributed controller associated with each subsystem and the distributed controllers are connected through a shared communication network. We propose to design the distributed controllers via Lyapunov-based MPC (LMPC) and coordinate their actions in an iterative fashion to guarantee closed-
loop stability when full system state measurements (both fast and slow) are available. The transmitted information over the shared communication network is subject to communication channel noise. When only fast sampled states are available, the distributed controllers operate in a decentralized fashion to improve closed-loop performance. Sufficient conditions under which the state of the closed-loop system is ultimately bounded in an invariant region containing the origin are derived. The theoretical results are demonstrated through a nonlinear chemical process example.

6.1 Preliminaries

6.1.1 Notation and class of nonlinear systems

The operator \(| \cdot | \) is used to denote Euclidean norm of a vector while \(| x |_Q \) refers to the square of the weighted Euclidean norm, defined by \(| x |_Q = x^T Q x\). A continuous function \( \alpha : [0, a) \to [0, \infty) \) is said to belong to class \( \mathcal{K} \) if it is strictly increasing and satisfies \( \alpha(0) = 0 \). The symbol \( \Omega_r \) is used to denote the set \( \Omega_r := \{ x \in \mathbb{R}^n : V(x) \leq r \} \) where \( V \) is a scalar positive definite, continuous differentiable function and \( V(0) = 0 \), and the operator ‘/’ denotes set subtraction, that is, \( A/B := \{ x \in \mathbb{R}^{n_x} : x \in A, x \notin B \} \). The symbol \( \text{diag}(v) \) denotes a square diagonal matrix whose diagonal elements are the elements of vector \( v \). We consider a class of nonlinear systems composed of \( m \) interconnected subsystems where each of the subsystems can be described by the following state-space model:

\[
\dot{x}_i(t) = f_i(x) + g_{si}(x)u_i(t) + k_i(x)w_i(t)
\]  

(6.1)
where $i = 1, \ldots, m$, $x_i(t) \in \mathbb{R}^{n_{xi}}$ denotes the vector of state variables of subsystem $i$, $u_i(t) \in \mathbb{R}^{n_{ui}}$ and $w_i(t) \in \mathbb{R}^{n_{wi}}$ denote the set of control (manipulated) inputs and disturbances associated with subsystem $i$, respectively. The variable $x \in \mathbb{R}^{n_x}$ denotes the state of the entire nonlinear system which is composed of the states of the $m$ subsystems, that is $x = [x_1^T \cdots x_i^T \cdots x_m^T]^T \in \mathbb{R}^{n_x}$. The dynamics of $x$ can be described as follows:

$$
\dot{x}(t) = f(x) + \sum_{i=1}^{m} g_i(x)u_i(t) + k(x)w(t) \tag{6.2}
$$

where $f = [f_1^T \cdots f_i^T \cdots f_m^T]^T$, $g_i = [0^T \cdots g_{si}^T \cdots 0^T]^T$ with $0$ being the zero matrix of appropriate dimensions, $k$ is a matrix composed of $k_i$ ($i = 1, \ldots, m$) and zeros whose explicit expression is omitted for brevity, and $w = [w_1^T \cdots w_i^T \cdots w_m^T]^T$ is assumed to be bounded, that is, $w(t) \in W$ with $W := \{w \in \mathbb{R}^{n_w} : |w| \leq \theta, \theta > 0\}$. The $m$ sets of inputs are restricted to be in $m$ nonempty convex sets $U_i \subseteq \mathbb{R}^{n_{ui}}$, $i = 1, \ldots, m$, which are defined as $U_i := \{u_i \in \mathbb{R}^{n_{ui}} : |u_i| \leq u_{i\max}\}$ where $u_{i\max}$, $i = 1, \ldots, m$, is the magnitude of the constraint on the inputs of the $i$-th subsystem. We will design $m$ controllers to compute the $m$ sets of control inputs $u_i$, $i = 1, \ldots, m$, respectively. We will refer to the controller computing $u_i$ as controller $i$. We assume that $f$, $g_i$, $i = 1, \ldots, m$, and $k$ are locally Lipschitz vector functions and that the origin is an equilibrium point of the unforced nominal system (i.e., system of Eq. 6.2 with $u_i(t) = 0$, $i = 1, \ldots, m$, $w(t) = 0$ for all $t$) which implies that $f(0) = 0$. 
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6.1.2 Modeling of measurements and communication

We assume that the states of each of the $m$ subsystems, $x_i$ ($i = 1, \ldots, m$), are divided into two parts: $x_{f,i}$, states that can be measured at each sampling time (e.g., temperatures and pressures) and $x_{s,i}$, states which are sampled at a relatively slow rate (e.g., species concentrations). Specifically, we assume that $x_{f,i}$ are available at synchronous time instants $t_p = t_0 + p\Delta$, $p = 0, 1, \ldots$, where $t_0$ is the initial time and $\Delta$ is the sampling time; and assume that $x_{s,i}$ are available every $T$ sampling times (i.e., $x_{s,i}$ are available at $t_k$ with $k = 0, T, 2T, \ldots$). Note that, in order to simplify the development, we assume that the slowly sampled states of different subsystems are all available at the same time instants. This modeling of measurements is relevant to systems involving heterogeneous measurements which have different sampling rates; please see the example in Section 6.3. We also assume that for each subsystem its local sensors, actuators and controller are connected using point-to-point links, which implies that $x_{f,i}$ and $x_{s,i}$ are available without delay to controller $i$ once they are measured and that the controllers for different subsystems are connected through a shared communication network and communicate when the full (fast and slow) system state is available. We consider measurement noise and communication network noise. Specifically, we consider measurement noise caused by the lack of complete accuracy of measurement sensors. This type of noise is defined as the difference between the reading value of a state from a sensor and the true value of the state. We assume that the sensor reading values of states $x_{f,i}$ and $x_{s,i}$ are $\hat{x}_{f,i}^s$ and $\hat{x}_{s,i}^s$, respectively; and $\hat{x}_{f,i}^s$ and $\hat{x}_{s,i}^s$ are modeled as follows: $\hat{x}_{f,i}^s = x_{f,i} + n_{x_{f,i}}^s$, $\hat{x}_{s,i}^s = x_{s,i} + n_{x_{s,i}}^s$ where $n_{x_{f,i}}^s$ and $n_{x_{s,i}}^s$ are the measurement noise terms associated with $x_{f,i}$ and $x_{s,i}$, respectively. The measurement noise is assumed to be bounded; that is, $|n_{x_{f,i}}^s| \leq \theta_{x_{f,i}}^s$ and $|n_{x_{s,i}}^s| \leq \theta_{x_{s,i}}^s$ with $\theta_{x_{f,i}}^s$ and $\theta_{x_{s,i}}^s$ being positive real numbers. It should be mentioned
that this assumption on the type of measurement noise is meaningful from a practical viewpoint due to the limit on the accuracy of the measurement sensors and the fact that measurement noise is usually modeled as a percentage of the actual value.

At $t_k$ with $k = 0, T, 2T, \ldots$, when fast and slowly sampled states are available to each controller, the distributed controllers exchange information which is subject to communication channel noise. Specifically, we assume that controller $i$ sends $\hat{x}_i^s = [\hat{x}_{s,T}^i, \hat{x}_{s,T}^i]^T$ as well as its control input trajectory $u_i$ to the other controllers; and the values received by controller $j$ ($j \neq i$), $\hat{x}_j^i$ and $\tilde{u}_j^i$, are modeled as follows: $\hat{x}_j^i = \hat{x}_i^s + n_{c,j}^i$, $\tilde{u}_j^i = u_i + n_{u,i}^j$, where $n_{c,j}^i$ and $n_{u,i}^j$ are the communication noise terms. The communication noise terms are also assumed to be bounded; that is, $|n_{c,j}^i| \leq \theta_{c,j}^i$ and $|n_{u,i}^j| \leq \theta_{u,i}$ with $\theta_{c,j}^i$ and $\theta_{u,i}$ being positive real numbers. According to the above modeling, at time $t_k$ with $k = 0, T, 2T, \ldots$ when fast and slowly sampled states are available, the state information received by controller $i$ ($i = 1, \ldots, m$) is described as follows:

$$\hat{x}^i(t_k) = [\hat{x}_1^i, \ldots, \hat{x}^i_{i-1}, \hat{x}^i_s, \hat{x}^i_{i+1}, \ldots, \hat{x}^i_m] = x(t_k) + n_x^i$$

where $n_x^i \in \mathbb{R}^{nx}$ denotes combined communication and measurement noise and $|n_x^i| \leq \theta_x^i$ with $\theta_x^i$ being a suitable composition of $\theta_{s,x}^i$, $\theta_{s,x,i}^i$ and $\theta_{c,x,j}^i$ ($j \neq i$). This class of systems is relevant to the case of large-scale chemical processes that are controlled by distributed control systems that exchange information over a shared communication network through which it is not cost-effective to communicate at every sampling time. Instead, in order to achieve closed-loop stability and good closed-loop performance, the controllers communicate every several sampling times. Please see Fig. 6.1 for a schematic of such type of DMPC system with the local controllers designed via Lyapunov-based MPC techniques.
6.1.3 Lyapunov-based controller

We assume that there exists a locally Lipschitz Lyapunov-based controller \( h(x) = [h_1^T(x) \cdots h_m^T(x)]^T \) such that when the \( m \) control inputs are determined as \( u_i = h_i(x), \ i = 1, \ldots, m \), the origin of the nominal interconnected closed-loop system is asymptotically stable and the input constraints are satisfied for all \( x \) inside a compact set. This assumption implies that there exist a continuously differentiable Lyapunov function \( V(x) \) for the nominal closed-loop system, a class \( \mathcal{K} \) function \( \alpha_1(\cdot) \) which bounds the value of the Lyapunov function from above and a class \( \mathcal{K} \) function \( \alpha_2(\cdot) \) which bounds the time derivative of the Lyapunov function from above [59, 18]. Specifically, from this assumption, we have the following inequalities:

\[
\begin{align*}
V(x) & \leq \alpha_1(|x|), \ h_i(x) \in U_i, \ i = 1, \ldots, m \\
\frac{\partial V(x)}{\partial x} \left( f(x) + \sum_{i=1}^{m} g_i(x) h_i(x) \right) & \leq -\alpha_2(|x|)
\end{align*}
\]

(6.4)

for all \( x \in \Omega_\rho \) where \( \Omega_\rho \) denotes the stability region of the closed-loop system under \( h(x) \). The set \( \Omega_\rho \) is usually chosen to be a level set of \( V(x) \).

Since the manipulated inputs \( u_i, i = 1, \ldots, m \), and the disturbance \( w \) are bounded in closed sets and the vector fields \( f, g_i, i = 1, \ldots, m, k \) are locally Lipschitz, we can have the following inequality for all the states within the stability region (i.e., \( x \in \Omega_\rho \)):

\[
n \left| f(x) + \sum_{i=1}^{m} g_i(x) u_i + k(x)w \right| \leq M
\]

(6.5)

where \( M \) is a positive constant. Moreover, if we take into account the continuous differentiable property of the Lyapunov function \( V(x) \), we can write the following
inequalities:
\[
\left| \frac{\partial V(x)}{\partial x} f(x) - \frac{\partial V(x')}{\partial x} f(x') \right| \leq L_x |x - x'|
\]
\[
|f(x) - f(x')| \leq C_x |x - x'|
\]
\[
\left| \frac{\partial V(x)}{\partial x} g_i(x) - \frac{\partial V(x')}{\partial x} g_i(x') \right| \leq L_{u_i} |x - x'|
\]
\[
\left| \frac{\partial V(x)}{\partial x} k(x) \right| \leq L_w, \quad \left| \frac{\partial V(x)}{\partial x} g_i(x) \right| \leq C_{g_i}
\]
\[
|h_i(x) - h_i(x')| \leq C_{h_i} |x - x'|, \quad |g_i(x)| \leq M_{g_i}
\]
\[
|g_i(x) - g_i(x')| \leq C_{u_i} |x - x'|, \quad |k(x)| \leq M_w
\]

(6.6)

with \(L_x, L_{u_i}, C_x, C_{h_i}, C_{u_i}, C_{g_i}, M_{g_i}, M_w\) \(i = 1, \ldots, m\), and \(L_w\) being positive constants for all \(x, x' \in \Omega_{\rho}\), \(u_i \in U_i, i = 1, \ldots, m\), and \(w \in W\). Note that the inequalities of Eqs. 6.4-6.6 are derived from the basic assumptions (i.e., Lipschitz vector fields and existence of stabilizing Lyapunov-based controller) used in this chapter. The various constants involved in the upper bounds are not assumed to be arbitrarily small.

**Remark 6.1.** The construction of Lyapunov functions can be carried out in a number of ways using techniques like, for example, sum-of-squares methods. For broad classes of nonlinear systems arising in the context of chemical process control applications, quadratic Lyapunov functions are widely used and provide very good estimates of closed-loop stability regions; please see example in Section 6.3.

### 6.2 Multirate DMPC

#### 6.2.1 Multirate DMPC implementation strategy

In this chapter, the \(m\) controllers manipulating the \(m\) sets of inputs will be designed through LMPC techniques (see also [43, 42]). For the LMPC associated with controller \(i, i = 1, \ldots, m\), we will refer to it as LMPC \(i\). A schematic of the control
Figure 6.1: Distributed LMPC control architecture (solid line denotes fast state sampling and/or point-to-point links; dashed line denotes slow state sampling and/or shared communication networks).
system is shown in Fig. 6.1. At a sampling time in which slowly and fast sampled states are available, the distributed controllers coordinate their actions and predict future input trajectories which, if applied until the next instant that both slowly and fast sampled states are available, guarantee closed-loop stability. At a sampling time in which only fast sampled states are available, each distributed controller tries to further optimize the input trajectories calculated at the last instant in which the controllers communicated, within a constrained set of values to improve the closed-loop performance with the help of the available fast sampled states of its subsystem.

The proposed implementation strategy of the DMPC architecture at time instants in which fast and slowly sampled states are available is as follows:

1. At $t_k$ with $k = 0, T, 2T, \ldots$, all the controllers first broadcast their local subsystem states to the other controllers and then evaluate their future input trajectories in an iterative fashion with initial input guesses generated by $h(\cdot)$.

2. At iteration $c$ ($c \geq 1$)
   2.1. Each controller evaluates its own future input trajectory based on $\hat{x}^i(t_k)$ (noisy version of $x(t_k)$) and the last received control input trajectories (initial input guesses generated by $h(\cdot)$ when $c = 1$).
   2.2. All the distributed controllers exchange their latest future input trajectories. Based on the input information, each controller calculates and stores the corresponding value of the cost.
   2.3. If a termination condition is satisfied, each controller sends its entire future input trajectory corresponding to the smallest value of the cost to its actuators; if the termination condition is not satisfied, go to step 2.1 ($c \leftarrow c + 1$).
The proposed implementation strategy of the DMPC architecture at time instants when only local fast sampled states are available is as follows:

1. Controller $i$, $i = 1, \ldots, m$, receives its local fast sampled states, $\dot{x}_{f,i}$.

2. Each controller $i$ estimates the current full system state and evaluates its future input trajectory and sends the first step input value to its actuators.

6.2.2 Multirate DMPC formulation

Before presenting the design of the LMPCs, we define a nominal sampled trajectory for each subsystem $x^i_h(\tau|t_k)$, $k = 0, T, 2T, \ldots$, which will be employed in the construction of the stability constraint of LMPC $i$ ($i = 1, \ldots, m$). This nominal sampled trajectory is obtained by integrating recursively, for $t \in [t_k, t_{k+T})$ and $k = 0, T, 2T, \ldots$, the following equation:

$$
\dot{x}^i_h(\tau|t_k) = f(x^i_h(\tau|t_k)) + \sum_{i=1}^{m} g_i(x^i_h(\tau|t_k))h_i(x^i_h(l\Delta|t_k)),$$

$$\forall \tau \in [l\Delta, (l+1)\Delta)$$

with initial condition $x^i_h(0|t_k) = \ddot{x}^i(t_k)$ where $l = 0, \ldots, T - 1$, $\ddot{x}^i(t_k)$ is the system state received by controller $i$ at $t_k$. Based on this sampled trajectory, we define the following input trajectories:

$$u^i_{h,j}(\tau|t_k) = h_j(x^i_h(l\Delta|t_k)), \forall \tau \in [l\Delta, (l+1)\Delta)$$

where $j = 1, \ldots, m$. This sampled trajectory, $x^i_h(\tau|t_k)$, will be used in the LMPC $i$ formulation.

At time $t_k$, $k = 0, T, 2T, \ldots$, the LMPCs are evaluated in an iterative fashion to
obtain the future input trajectories. Specifically, the optimization problem of LMPC $j$ at iteration $c$ is as follows:

\[
\begin{align*}
\min_{u_j \in S(\Delta)} \int_0^{N \Delta} \left[ |\tilde{x}^j(\tau)|_{Q_c} + \sum_{i=1}^m |u_i(\tau)|_{R_{ci}} \right] d\tau \\
\text{s.t.} \quad \dot{\tilde{x}}^j(\tau) = f(\tilde{x}^j(\tau)) + \sum_{i=1}^m g_i(\tilde{x}^j(\tau))u_i \\
\quad u_i(\tau) = \tilde{u}^{*\kappa}_{i,c-1}(\tau|t_k), \quad \forall i \neq j \\
\quad |u_j(\tau) - \tilde{u}^{*\kappa}_{j,c-1}(\tau|t_k)| \leq \Delta u_j, \quad \forall \tau \in [0, T\Delta] \\
\quad u_j(\tau) \in U_j \\
\quad \tilde{x}^j(0) = \tilde{x}^j(t_k) \\
\quad \frac{\partial V(\tilde{x}^j(\tau))}{\partial x} \left( \frac{1}{m} f(\tilde{x}^j(\tau)) + g_j(\tilde{x}^j(\tau))u_j(\tau) \right) \\
\quad \quad \leq \frac{\partial V(x_h^j(\tau|t_k))}{\partial x} \left( \frac{1}{m} f(x_h^j(\tau|t_k)) + g_j(x_h^j(\tau|t_k))u_{h,j}^j(\tau|t_k) \right), \\
\quad \forall \tau \in [0, T\Delta]
\end{align*}
\]

where $S(\Delta)$ is the family of piece-wise constant functions with sampling period $\Delta$, $N$ is the prediction horizon, $Q_c$ and $R_{ci}$, $i = 1, \ldots, m$, are positive definite weight matrices, the state $\tilde{x}^j$ is the predicted trajectory of the nominal system with $u_j$ computed by the LMPC of Eq. 6.9 and all the other inputs are received from the other controllers (i.e., $\tilde{u}^{*\kappa}_{i,c-1}(\tau|t_k)$ which is a noisy version of $u^{*\kappa}_{i,c-1}(\tau|t_k)$). The optimal solution to this optimization problem is denoted by $u^{*\kappa}_{j,c}(\tau|t_k)$ which is defined for $\tau \in [0, N\Delta)$. Accordingly, we define the final optimal input trajectory of LMPC $j$ (that is, the
optimal trajectories computed at the last iteration) as $u^{*,f}_j(\tau|t_k)$ which is also defined for $\tau \in [0, N\Delta)$. Note that for the first iteration of each distributed LMPC, the input trajectories defined in Eq. 6.8 are used as the initial input trajectory guesses; that is, $u^{*,0}_i = u^j_{h,i}$ with $i = 1, \ldots, m$.

The constraint of Eq. 6.9d imposes a limit on the input change between two consecutive iterations. Note that this constraint does not restrict the input to be in a small region and as the iteration number increases, the final optimal input could be quite different from the initial guess. This constraint is enforced to make sure that the predicted future evolutions of the system state in the distributed controllers are close enough so that their actions are coordinated and they work together to improve the closed-loop performance. For LMPC $j$ (i.e., $u_j$), the magnitude of input change between two consecutive iterations is restricted to be smaller than a positive constant $\Delta u_j$. The constraint of Eq. 6.9g is used to guarantee the closed-loop stability. The manipulated inputs of the proposed control design for $t \in [t_k, t_{k+1})$ ($k = 0, T, 2T, \ldots$) are defined as follows:

$$ u_i(t) = u^{*,f}_i(t - t_k|t_k), i = 1, \ldots, m. \quad (6.10) $$

For the iterations in the design of Eq. 6.9, the number of iterations $c$ may be restricted to be smaller than a maximum iteration number $c_{\text{max}}$ (i.e., $c \leq c_{\text{max}}$) or/and the iterations may be terminated when a maximum computational time is reached. In order to improve the performance, between two slow sampling times, each controller uses the available local fast sampled measurements to adjust its control input based on the calculated optimal input trajectory for the current time obtained at the last time instant in which fast and slowly sampled states were available. In order to guarantee closed-loop stability, the maximum deviation of the adjusted inputs from the optimal
input trajectory at each time step is bounded. Between two slow sampling times, each controller estimates the current full system state using an observer based on the system model and the available information. Specifically, the observer for controller $i$ takes the following form for $t \in [t_{l-1}, t_l)$:

$$
\dot{\hat{x}}^i(t) = f(\hat{x}^i(t)) + \sum_{j=1, j \neq i}^{m} g_j(\hat{x}^i(t))\bar{u}^{*j}(t - t_k|t_k) + g_i(\hat{x}^i(t))u^*_i(t) 
$$

with initial condition $\hat{x}^i(t_{l-1}) = x^i_e(t_{l-1})$ where $\hat{x}^i$ is the state of this observer, $\bar{u}^{*j}(\tau|t_k)$ is the optimal input trajectory of LMPC $j$ ($j = 1, \ldots, m$, $j \neq i$) received by LMPC $i$, $u^*_i(t)$ is the actual input that has been applied to subsystem $i$, and $x^i_e(t_{l-1})$ is the full state estimate obtained at $t_{l-1}$. The state estimate $x^i_e(t_l)$, $l \neq 0, T, 2T, \ldots$, is a combination of the state of the observer of Eq. 6.11 and of the available local state information $\hat{x}^s_{f,i}(t)$ as follows: $x^i_e(t_l) = [\hat{x}^i_c(t_l)^T \cdots \hat{x}^i(t_l)^T \cdots \hat{x}^i_m(t_l)^T]^T$ where $\hat{x}^i(t_l)^T = [\hat{x}^{s,T}_{f,i} \hat{x}^{T}_{s,i}]$. The optimization problem of LMPC $j$ for a time instant $t_l$, $l \neq 0, T, 2T, \ldots$ is as follows:

$$
\min_{u_j \in S(\Delta)} \int_0^{N\Delta} \left[ |\tilde{x}^j(\tau)|_{Q_c} + \sum_{i=1}^{m} |u_i(\tau)|_{R_{ci}} \right] d\tau 
$$

s.t. $\dot{\tilde{x}}^j(\tau) = f(\tilde{x}^j(\tau)) + \sum_{i=1}^{m} g_i(\tilde{x}^j(\tau))u_i$ \hspace{1cm} (6.12b)

$$
\begin{align*}
\bar{u}^{*j}(t_l - t_k + \tau|t_k), \forall i \neq j, \\
\tau \in [0, t_k + N\Delta - t_l) \\
u_i(\tau) = h_i(\tilde{x}^j(\tau)), \forall i \neq j,
\end{align*}$$

(6.12c)
where $t_k$ is the last time instant in which both fast and slowly sampled states are available, the state $\tilde{x}^j$ is the predicted trajectory of the nominal system with $u_j$ computed by the LMPC of Eq. 6.12 and all the other inputs are determined by the constraints of Eqs. 6.12c and 6.12d. In this optimization problem, the input $u_j$ is restricted to be within a bounded region around the reference input trajectories given by $u_j^{*,f}(\tau|t_k)$ and $h(x)$. The optimal solution to this optimization problem is denoted by $u_j^{*,f}(\tau|t)$ which is defined for $\tau \in [0, N\Delta)$. The manipulated inputs of the control design of Eq. 6.12 for $t \in [t_l, t_{l+1})$ ($l \neq 0, T, 2T, \ldots$) are defined as follows:

$$u_i(t) = u_i^{*,f}(t - t_l|t_l), \; i = 1, \ldots, m.$$  \hfill (6.13)
**Remark 6.2.** Note that in the case of linear systems and flawless communication, at each iteration, the input given by LMPC $j$ of Eq. 6.9 may be defined as a convex combination of the current optimal input trajectory and the previous one; for example,

$$u_j^c(\tau|t_k) = \sum_{i=1, i \neq j}^{m} w_i u_{j}^{c-1}(\tau|t_k) + w_j u_j^{*,c}(\tau|t_k)$$  \hspace{1cm} (6.14)$$

where $\sum_{i=1}^{m} w_i = 1$ with $0 < w_i < 1$, $u_j^{*,c}$ is the current solution given by the optimization problem of Eq. 6.9 and $u_j^{c-1}$ is the convex combination of the solutions obtained at iteration $c - 1$. By doing this, it is possible to prove that the optimal cost of the distributed LMPC of Eq. 6.9 converges to its optimal value [3, 92]. We also note that in this case, the constraint of Eq. 6.9d can be removed and the stability of the proposed DMPC architecture is still ensured. Please see Corollary 6.1 below. We further note that for nonlinear systems it is not possible to prove the convergence of the optimal cost of the distributed optimization problem of Eq. 6.9 to the cost of the centralized LMPC [73] because the distributed LMPC does not solve the centralized LMPC in a distributed fashion due to the way the Lyapunov-based constraint of the centralized LMPC is broken down into constraints imposed on the individual LMPCs (i.e., Eq. 6.9g).

**Remark 6.3.** Note that when there is no measurement noise or communication noise, the implementation strategy at $t_k \ (k = 0, T, 2T, \ldots)$ guarantees that at each sampling time the optimal cost of the distributed optimization of Eq. 6.9 is upper bounded by the cost of the Lyapunov-based controller $h(\cdot)$. 
6.2.3 Stability analysis

The stability of the closed-loop system is achieved due to the constraints of Eq. 6.9g incorporated in each LMPC. The stability property is presented in Theorem 6.1 below. To prove this theorem, we need the following definitions and propositions. Specifically, we first define the stability region of the closed-loop system under Lyapunov-based control, and certain state trajectories of the closed-loop system accounting for the effect of noise. Subsequently, we state four propositions that bound the discrepancy between various closed-loop system solutions for finite-time under Lyapunov-based control that will be used to state the conditions and prove the closed-loop stability result under multirate DMPC of Theorem 6.1.

Definition 6.1. We define $\Omega_{\rho_n}$ as follows:

$$\rho_n = \max \{ V(x) : (x + n) \in \Omega_{\rho}, |n| \leq \theta_x \}$$  \hspace{1cm} (6.15)

where $\theta_x = \max_{1 \leq i \leq m} \{ \theta^i \}$ defines the upper bound on the noise $n$. The region $\Omega_{\rho_n}$ will be used as the stability region of the system under the Lyapunov-based controller $h(x)$ in the presence of measurement noise, process disturbances and communication noise.

Definition 6.2. The closed-loop state trajectory of the nominal system for $t \in [t_k, t_{k+1})$ under $h(x)$ based on actual system state, $x(t_k)$, and applied in sample and hold fashion is denoted by $x_{h,2}(t)$ which is obtained by integrating, for $t \in [t_k, t_{k+1})$, the following equation:

$$\dot{x}_{h,2}(t) = f(x_{h,2}(t)) + \sum_{i=1}^{m} g_i(x_{h,2}(t))h_i(x_{h,2}(t_k))$$  \hspace{1cm} (6.16)

where $x_{h,2}(t_k) \in \Omega_{\rho_n}$.

Definition 6.3. The closed-loop state trajectory of the nominal system for $t \in [t_k, t_{k+1})$ under $h(x)$ based on noisy system states and applied in sample and hold fashion is
denoted by \( x_h(t) \) which is obtained by integrating, for \( t \in [t_k, t_{k+1}) \), the following equation:

\[
\dot{x}_h(t) = f(x_h(t)) + \sum_{i=1}^{m} g_i(x_h(t))h_i(\ddot{x}_h(t))
\] (6.17)

where \( x_h(t_k) \in \Omega_{\rho_n} \), \( \ddot{x}_h(t_k) = x_{h,2}(t_k) + n(t_k), |n| \leq \theta_x \).

Proposition 6.1 below bounds the difference between the state trajectories starting from two different initial conditions in \( \Omega_{\rho_n} \) (which is in the stability region \( \Omega_\rho \) of the control law \( h(x) \)) under noise with control inputs generated by \( h(x) \).

**Proposition 6.1.** Consider the systems:

\[
\begin{align*}
\dot{x}_a(t) &= f(x_a(t)) + \sum_{i=1}^{m} g_i(x_a(t))h_i(\ddot{x}_a(t)) \\
\dot{x}_b(t) &= f(x_b(t)) + \sum_{i=1}^{m} g_i(x_b(t))h_i(\ddot{x}_b(t))
\end{align*}
\]

where the initial states \( x_a(0), x_b(0) \in \Omega_{\rho_n} \), \( |x_a(0) - x_b(0)| \leq \theta_{ab}, |x_a(0) - \ddot{x}_a(0)| \leq \theta_a \) and \( |x_b(0) - \ddot{x}_b(0)| \leq \theta_b \). If \( 0 < \rho_n < \rho \), then there exists a function \( f_E(\cdot, \cdot, \cdot, \cdot) \) such that \( |x_a(t) - x_b(t)| \leq f_E(\theta_{ab}, \theta_a, \theta_b, t) \) for all \( x_a(t), x_b(t) \in \Omega_{\rho_n} \) with \( f_E(\theta_{ab}, \theta_a, \theta_b, t) = (\theta_{ab} + \frac{L_2}{L_1})e^{L_1 t} - \frac{L_2}{L_1} \) where \( L_1, L_2, \theta_{ab}, \theta_a \) and \( \theta_b \) are positive real numbers.

**Proof 6.1.** If we define \( e(t) = x_a(t) - x_b(t) \), then the derivative of \( e(t) \) can be calculated as \( \dot{e}(t) = \dot{x}_a - \dot{x}_b \). Adding/subtracting \( \sum_{i=1}^{m} g_i(x_a(t))h_i(\ddot{x}_b(0)) \) to/from the expression of \( \dot{e}(t) \) and using the conditions defined in Eq. 6.6 obtained by the local Lipschitz properties and the fact that \( h_i(\cdot) \) satisfies input constraints, we can obtain the following inequality:

\[
|\dot{e}(t)| \leq C_x |x_a(t) - x_b(t)| + \sum_{i=1}^{m} M_{gi} C_{hi} |\ddot{x}_a(0) - \ddot{x}_b(0)| + \sum_{i=1}^{m} u_i^{\text{max}} C_{ui} |x_a(t) - x_b(t)|.
\] (6.18)
Using that $|\dot{x}_a(0) - \dot{x}_b(0)| \leq \theta_a + \theta_b + \theta_{ab}$ and defining $L_1 = C_x + \sum_{i=1}^{m} u_i^{\text{max}} C_{u_i}$ and $L_2 = (\theta_a + \theta_b + \theta_{ab}) \sum_{i=1}^{m} M_{u_i} C_{h_i}$, we obtain $|\dot{e}(t)| \leq L_1|e(t)| + L_2$. Integrating $|\dot{e}(t)|$ with initial condition $|e(0)| \leq \theta_{ab}$, we can obtain $|e(t)| \leq (\theta_{ab} + L_2/L_1)e^{L_1t} - L_2L_1$ which proves Proposition 6.1.

The following proposition provides sufficient conditions that ensure that $h(\cdot)$ can achieve closed-loop stability of the nominal system in the presence of bounded measurement and communication noise.

**Proposition 6.2.** Consider the closed-loop nominal sampled trajectory $x_h(t)$ of the system of Eq. 6.2 as defined in Definition 6.3. Let $\Delta, \epsilon_s, \theta_x > 0$ and $0 < \rho_s < \rho_n < \rho$ satisfy:

$$\left( L_x + \sum_{i=1}^{m} u_i^{\text{max}} L_{u_i} \right) (f_E(0, 0, \theta_x, \Delta) + M\Delta) + \theta_x \sum_{i=1}^{m} C_{g_i} C_{h_i} \leq -\epsilon_s/\Delta. \tag{6.19}$$

where $f_E$ is defined in Proposition 6.1. For any $k$, if $x_h(t_k) \in \Omega_{\rho_n}/\Omega_{\rho_s}$, then

$$V(x_h(t_{k+1})) \leq V(x_h(t_k)) - \epsilon_s \tag{6.20}$$

and $V(x_h(t)) \leq V(x_h(t_k))$ for $t \in [t_k, t_{k+1})$. Also, if $\rho_{\text{min}} \leq \rho_n$ where $\rho_{\text{min}} = \max\{V(x_h(t + \Delta)) : V(x_h(t)) \leq \rho_s\}$ and $x_h(t_0) \in \Omega_{\rho_n}$, then we also have $V(x_h(t_k)) \leq \max\{V(x_h(t_0)) - k\epsilon_s, \rho_{\text{min}}\}$ and $V(x_h(t)) \leq \max\{V(x_h(t_k)), \rho_{\text{min}}\}$ for $t \in [t_k, t_{k+1})$.

**Proof 6.2.** Following Definition 6.3, the time derivative of the Lyapunov function along the nominal sampled trajectory $x_h(t)$ of the system of Eq. 6.2 for $t \in [t_k, t_{k+1})$
is given by $\dot{V}(x_h(t)) = \frac{\partial V(x_h(t))}{\partial x} \dot{x}_h(t)$. Adding/subtracting

$$\frac{\partial V(x_{h,2}(t))}{\partial x} \left( f(x_{h,2}(t)) + \sum_{i=1}^{m} g_i(x_{h,2}(t)) h_i(x_{h,2}(t)) \right)$$

(6.21)

to/from the expression describing $\dot{V}(x_h(t))$, and then adding/subtracting

$$\frac{\partial V(x_h(t))}{\partial x} \sum_{i=1}^{m} g_i(x_h(t)) h_i(x_{h,2}(t))$$

(6.22)

to/from the resulting inequality, we can obtain the following inequality by the conditions of Eqs. 6.4 and 6.6:

$$\dot{V}(x_h(t)) \leq \left( L_x + \sum_{i=1}^{m} u_{i}^{\text{max}} L_{u_i} \right) |x_h(t) - x_{h,2}(t)|$$

$$+ \sum_{i=1}^{m} C_{g_i} C_{h_i} |\dot{x}_h(t) - x_{h,2}(t)| - \alpha_2 \left( \alpha_1^{-1}(\rho_s) \right)$$

(6.23)

for all $x_{h,2}(t) \in \Omega_{\rho_n}/\Omega_{\rho_s}$. Using the triangular inequality, we obtain $|x_h(t) - x_{h,2}(t)| \leq |x_h(t) - x_{h,2}(t)| + |x_{h,2}(t) - x_{h,2}(t)|$ for $t \in [t_k, t_{k+1})$. Taking into account the condition of Eq. 6.5, the continuity of $x_{h,2}(t)$, the fact that $|\dot{x}_h(t) - x_{h,2}(t)| \leq \theta_x$, and applying Proposition 6.1, we obtain from Eq. 6.23 the following bound on the time derivative of the Lyapunov function for $t \in [t_k, t_{k+1})$, for all initial states $x_h(t_k) \in \Omega_{\rho_n}/\Omega_{\rho_s}$:

$$\dot{V}(x_h(t)) \leq \theta_x \sum_{i=1}^{m} C_{g_i} C_{h_i} - \alpha_2 \left( \alpha_1^{-1}(\rho_s) \right)$$

$$+ \left( L_x + \sum_{i=1}^{m} u_{i}^{\text{max}} L_{u_i} \right) \left( f_E(0, 0, \theta_x, \Delta) + M\Delta \right).$$

(6.24)

If the condition of Eq. 6.19 is satisfied, then $\dot{V}(x_h(t)) \leq -\epsilon_s/\Delta$. Integrating this
bound on $t \in [t_k, t_{k+1})$, we obtain that $V(x_h(t_{k+1})) \leq V(x_h(t_k)) - \epsilon_s$ and $V(x_h(t)) \leq V(x_h(t_k))$. Applying this result recursively, it is easy to verify that $V(x_h(t_k)) \leq \max\{V(x_h(t_0)) - k\epsilon_s, \rho_{\min}\}$ and $V(x_h(t)) \leq \max\{V(x_h(t_k)), \rho_{\min}\}$.

Proposition 6.2 ensures that if the nominal system under the control $h(x)$ implemented in a sample-and-hold fashion starts in $\Omega_{\rho_n}$, then it is ultimately bounded in $\Omega_{\rho_{\min}}$.

**Proposition 6.3.** Consider the systems

$$
\dot{x}_a(t) = f(x_a(t)) + \sum_{i=1}^{m} g_i(x_a(t)) u_i^{c}(t)
\quad \dot{x}_b(t) = f(x_b(t)) + \sum_{i=1}^{m} g_i(x_b(t)) \hat{u}_i^{c-1}(t) + g_j(x_b(t)) u_j^{c}(t)
$$

where $\hat{u}_i^{c-1}(t) = u_i^{c-1}(t) + n_i$, with initial states $x_b(t_0) = x_a(t_0) + n_b^1 \in \Omega_{\rho}, x_a(t_0) \in \Omega_{\rho_n}, |n_b^1| \leq \theta_b^1$ and $|n_i| \leq \theta_i$. There exists a function $f_{X,j}(\cdot, \cdot)$ such that

$$
|x_a(t) - x_b(t)| \leq f_{X,j}(\theta_x^j, t - t_0)
$$

(6.25)

for all $x_a(t), x_b(t) \in \Omega_{\rho}$, and $u_i^{c}(t), u_i^{c-1} \in U_i$ and $|u_i^{c}(t) - \hat{u}_i^{c-1}(t)| \leq \Delta u_i, i = 1, \ldots, m$ and $f_{X,j}(\tau) = \left(\frac{C_{2,j}}{C_{1,j}} + \theta_i^j\right) e^{C_{1,j}(\tau)} - \frac{C_{2,j}}{C_{1,j}}$ with $C_{2,j}$ and $C_{1,j}$ are positive constants.

**Proof 6.3.** Let $e(t) = x_a(t) - x_b(t)$. The derivative of $e(t)$ can be calculated as

$$
\dot{e}(t) = \dot{x}_a(t) - \dot{x}_b(t).
$$

Adding/subtracting $\sum_{i=1}^{m} g_i(x_a(t)) \hat{u}_i^{c-1}(t)$ to/from the expression of $e(t)$, and then using the fact $\hat{u}_i^{c-1}(t) \leq u_i^{\max} + \theta_i$ and the conditions defined in Eq. 6.6, we obtain the following inequality:

$$
|\dot{e}(t)| \leq \left(C_x + \sum_{i=1}^{m} (u_i^{\max} + \theta_i) C_{u_i} \right) |e(t)| + \sum_{i=1}^{m} M_{g,i} \Delta u_i
$$
Defining \( C_{1,j} = C_x + u_j^{\text{max}} C_{u_j} + \sum_{i=1}^{m,i\neq j} (u_i^{\text{max}} + \theta_{u_i}) C_{u_i} \) and \( C_{2,j} = \sum_{i=1}^{m,i\neq j} M_{g_i} \Delta u_i \), from the above inequality, we have \(|\dot{e}(t)| \leq C_{1,j} |e(t)| + C_{2,j}\). Since the initial condition, \( e(t_0) \), satisfies \(|e(t_0)| \leq \theta_x \) (recall \( x_b(t_0) = x_a(t_0) + n^j x \) where \(|n^j x| \leq \theta_x \)), we can obtain \(|e(t)| \leq \left( \frac{C_{2,j}}{C_{1,j}} + \theta_x \right) e^{C_{1,j}(t-t_0)} - C_{2,j} \). This proves Proposition 6.3.

Proposition 6.3 bounds the difference between the nominal state trajectory under the optimized control inputs and the predicted nominal state trajectory generated in each LMPC optimization problem.

**Proposition 6.4.** Consider the systems

\[
\begin{align*}
\dot{x}_a(t) &= f(x_a(t)) + \sum_{i=1}^{m} g_i(x_a(t)) u_i(t) + k(x_a(t)) w(t) \\
\dot{x}_b(t) &= f(x_b(t)) + \sum_{i=1}^{m} g_i(x_b(t)) u_i(t)
\end{align*}
\]

with initial states \( x_b(t_k) = x_a(t_k) + n \in \Omega_\rho \), \( x_a(t_k) \in \Omega_\rho \), and \(|n| \leq \theta_x \). There exists a function \( f_W(\cdot, \cdot) \) such that

\[
|x_a(t) - x_b(t)| \leq f_W(\theta_x, t - t_k), \tag{6.26}
\]

for all \( x_a(t), x_b(t) \in \Omega_\rho \) and all \( w(t) \in W \) with \( f_W(\theta_x, \tau) = \left( \theta_x + \frac{\Gamma_2}{\Gamma_1} \right) e^{\Gamma_1 \tau} - \frac{\Gamma_2}{\Gamma_1} \) where \( \Gamma_1, \Gamma_2 \) are positive real numbers.

**Proof 6.4.** Define \( e(t) = x_a(t) - x_b(t) \), then \( \dot{e}(t) = \dot{x}_a(t) - \dot{x}_b(t) \). Using the condition of Eq. 6.6, we obtain the following inequality:

\[
|\dot{e}(t)| \leq \left( C_x + \sum_{i=1}^{m} u_i^{\text{max}} C_{u_i} \right) |e(t)| + M_w \theta. \tag{6.27}
\]
Defining $\Gamma_1 = C_x + \sum_{i=1}^{m} u_i^{max} C_{u_i}$ and $\Gamma_2 = M_u \theta_i$, and accounting for that $|e(t_k)| \leq \theta_x$, we obtain $|e(t)| \leq \left( \theta_x + \frac{\Gamma_2}{\Gamma_1} \right) e^{\Gamma_1(t-t_k)} - \frac{\Gamma_2}{\Gamma_1}$. This proves Proposition 6.4.

Proposition 6.4 provides an upper bound on the deviation of the state trajectory obtained using the nominal model, from the actual state trajectory when the same control actions are applied. Proposition 6.5 bounds the difference between the magnitudes of the Lyapunov function of two states in $\Omega_\rho$.

Proposition 6.5 (c.f. [60]). Consider the Lyapunov function $V(\cdot)$ of the system of Eq. 6.2. There exists a quadratic function $f_{V}(\cdot)$ such that $V(x) \leq V(x') + f_{V}(|x-x'|)$ for all $x, x' \in \Omega_\rho$.

In Theorem 6.1 below, we provide sufficient conditions under which the DMPC of Eqs. 6.9-6.10 and 6.12-6.13 guarantees that the state of the closed-loop system is ultimately bounded in a region that contains the origin. To simplify the proof of Theorem 6.1, we define new functions $f_{H}(\tau)$ and $f_{X}(\tau)$ based on $f_{E}$ and $f_{X,i}$ $(i = 1, \ldots, m)$, respectively, as follows:

$$f_{H}(\tau) = \sum_{i=2}^{m} \left( \frac{1}{m} L_x + M_g C_{h_i} + u_i^{max} L_{u_i} \right) \left( \frac{1}{L_1} f_{E}(\theta_x^i + \theta_x^1, 0, 0, \tau) - \frac{L_2 \tau + \theta_x^i + \theta_x^1}{L_1} \right),$$

$$f_{X}(\tau) = \left( \frac{1}{m} L_x + L_{u_1} u_1^{max} \right) \left( \frac{1}{C_{1,1}} f_{X,1}(0, \tau) - \frac{C_{2,1}}{C_{1,1}} \tau \right) + \sum_{i=2}^{m} \left( \frac{1}{m} L_x + L_{u_i} u_i^{max} \right) \left( \frac{1}{C_{1,i}} f_{X,i}(\theta_x^i + \theta_x^1, \tau) - \frac{C_{2,i}}{C_{1,i}} \tau - \frac{\theta_x^i + \theta_x^1}{C_{1,i}} \right).$$

It is easy to verify that $f_{H}(\tau)$ and $f_{X}(\tau)$ are strictly increasing and convex functions of their arguments.
Theorem 6.1. Consider the system of Eq. 6.2 in closed-loop with the DMPC design of Eqs. 6.9-6.10 and 6.12-6.13 based on the controller \( h(x) \) that satisfies the conditions of Eq. 6.4 with class \( K \) functions \( \alpha_i(\cdot), \) \( i = 1, 2. \) If there exist \( \Delta > 0, \epsilon_s > 0, \theta_x > 0, \rho > \rho_n > \rho_{\text{min}} > 0, \rho > \rho_n > \rho_s > 0 \) and \( N \geq T \geq 1 \) that satisfy the conditions of Eqs. 6.19 and the following inequality:

\[
 f_X(T\Delta) + f_V(f_W(\theta_x, T\Delta)) + f_V(f_W(\theta_x, 0))f_H(T\Delta) + \sum_{i=1}^{m} C_{g,i}u_i(T-1)\Delta - T\epsilon_s < 0,
\]

(6.28)

and if the initial state of the closed-loop system \( x(t_0) \in \Omega_{\rho_n}, \) then \( x(t) \) is ultimately bounded in \( \Omega_{\rho_b} \subseteq \Omega_{\rho_n} \) where

\[
 \rho_b = \rho_{\text{min}} + f_V(f_W(\theta_x, 0))u_1(T-1)\Delta + \sum_{i=1}^{m} C_{g,i}\Delta + f_H(T\Delta) + f_V(f_W(\theta_x, T\Delta)) + f_X(T\Delta).
\]

Proof 6.5. We first consider two consecutive time instants in which both fast and slowly sampled states are available: \( t_k \) and \( t_{k+T} \) \( (k = 0, T, 2T, \ldots). \) We will prove that the Lyapunov function of the system is decreasing from \( t_k \) to \( t_{k+T}. \) In the following, we denote the trajectory of the nominal system of Eq. 6.2 under the DMPC of Eqs. 6.9-6.10 and 6.12-6.13 starting from \( \hat{x}_1^1(t_k) \) (which is the state received by LMPC 1 at \( t_k \)) as \( \tilde{x}, \) and we also denote the predicted nominal system trajectory in the evaluation of the LMPC of Eq. 6.9 at the final iteration as \( \tilde{x}^j \) with \( j = 1, \ldots, m. \) It should be mentioned that the initial condition for the nominal sampled trajectory \( \tilde{x} \) under the implementation of \( u_i^* \) can be \( \tilde{x}(t_k) = x_h^i(0|t_k) \) for any \( i = 1, \ldots, m. \) Without loss of generality, we assume that \( \tilde{x}(t_k) = \tilde{x}_1^1(t_k) = x_h^1(0|t_k); \) use of any \( i = 2, \ldots, m \) in \( \tilde{x}(t_k) = x_h^i(0|t_k) \) would simply require an appropriate modification in the definitions of \( f_X(\cdot) \) and \( f_H(\cdot). \)

The derivative of the Lyapunov function of the nominal system of Eq. 6.2 under
the DMPC of Eqs. 6.9-6.10 and 6.12-6.13 from $t_k$ to $t_{k+T}$ can be expressed as follows:

$$
\dot{V}(\tilde{x}(\tau)) = \frac{\partial V(\tilde{x}(\tau))}{\partial x} \left( f(\tilde{x}(\tau)) + \sum_{i=1}^{m} g_i(\tilde{x}(\tau)) u_i^*(\tau) \right)
$$

(6.29)

where $\tilde{x}(t_k) = \tilde{x}^1(t_k) = x_1^1(0|t_k)$ and $u_i^*(\tau)$ is the actual input applied to the system and defined as follows:

$$
u_i^*(\tau) = \begin{cases} 
u_i^{*J}(\tau|t_k), & \tau \in [0, \Delta) \\ 
u_i^{*L}(\tau|t_l), & \tau \in [0, \Delta), l = k + 1, \ldots, k + T - 1. \end{cases}
$$

Combining Eq. 6.29 and the inequality constraints of Eq. 6.9g ($i = 1, \ldots, m$), and adding/subtracting

$$
\frac{\partial V(x_1^1(\tau|t_k))}{\partial x} \left( f(x_1^1(\tau|t_k)) + \sum_{i=1}^{m} g_i(x_1^1(\tau|t_k)) u_{1,i}^*(\tau|t_k) \right)
$$

(6.30)

to/from the righthand side of the resulting inequality, we can obtain the following inequality for all $\tau \in [0, T\Delta]$ by taking into account the conditions of Eq. 6.6:

$$
\dot{V}(\tilde{x}(\tau)) \leq \dot{V}(x_1^1(\tau|t_k)) + \sum_{i=1}^{m} C_{g_i} \left( u_i^*(\tau) - u_i^{*J}(\tau|t_k) \right)
$$

$$
+ \left( \frac{1}{m} L_x + L_{u_1} u_{1,i}^{*J}(\tau|t_k) \right) |\tilde{x}(\tau) - \tilde{x}^1(\tau)| + \ldots
$$

$$
+ \left( \frac{1}{m} L_x + L_{u_m} u_{m,i}^{*J}(\tau|t_k) \right) |\tilde{x}(\tau) - \tilde{x}^m(\tau)|
$$

$$
+ \left( \frac{1}{m} L_x + u_{2,max} L_{u_2} \right) |x_1^2(\tau|t_k) - x_1^1(\tau|t_k)| + \ldots
$$

$$
+ \left( \frac{1}{m} L_x + u_{m,max} L_{u_m} \right) |x_1^m(\tau|t_k) - x_1^1(\tau|t_k)|
$$

$$
+ M_{y_2} C_{h_2} |x_1^2(\tau|t_k) - x_1^1(\tau|t_k)| + \ldots
$$

$$
+ M_{y_m} C_{h_m} |x_1^m(\tau|t_k) - x_1^1(\tau|t_k)|
$$

(6.31)
Applying Propositions 6.3 and 6.1 to the inequality of Eq. 6.31, and then integrating the resulting inequality from $\tau = 0$ to $\tau = T\Delta$ and taking into account that $\tilde{x}(t_k) = x_h^1(0|t_k)$, the constraints of Eqs. 6.9d and 6.12e and the definitions of $f_X(\cdot)$, $f_H(\cdot)$ and $u^*(\tau)$, the following inequality can be obtained:

$$V(\tilde{x}(t_{k+T})) \leq V(x_h^1(T|t_k)) + f_X(T\Delta) + f_H(T\Delta) + \sum_{i=1}^{m} C_{g,i} \Delta u_i(T - 1)\Delta. \quad (6.32)$$

Since $V(x_h^1(T\Delta|t_k)) \leq \max\{V(x_h^1(0|t_k)) - T\epsilon_s, \rho_{\min}\}$ from Proposition 6.2, $\tilde{x}(t_k) = x_h^1(0|t_k)$ and $|V(\tilde{x}(t_k)) - V(x(t_k))| \leq f_V(f_W(\theta_x, 0))$ and $|V(\tilde{x}(t_{k+T})) - V(x(t_{k+T}))| \leq f_V(f_W(\theta_x, T\Delta))$ from Propositions 6.4 and 6.5, we can obtain the following inequality from Eq. 6.32:

$$V(x(t_{k+T})) \leq \max\{V(x(t_k)) - T\epsilon_s, \rho_{\min}\} + f_X(T\Delta) + f_H(T\Delta) + f_V(f_W(\theta_x, T\Delta)) + f_V(f_W(\theta_x, 0)) + \sum_{i=1}^{m} C_{g,i} \Delta u_i(T - 1)\Delta. \quad (6.33)$$

If there exist $\Delta > 0$, $\epsilon_s > 0$, $\theta_x > 0$, $\rho > \rho_n > \rho_{\min} > 0$, $\rho > \rho_n > \rho_s > 0$ and $N \geq T \geq 1$ that satisfy the conditions of Eqs. 6.19 and Eq. 6.28, then there exists $\epsilon_w > 0$ such that the following inequality holds

$$V(x(t_{k+T})) \leq \max\{V(x(t_k)) - \epsilon_w, \rho_b\} \quad (6.34)$$

which implies that if $x(t_k) \in \Omega_{\rho_n}/\Omega_{\rho_b}$, then $V(x(t_{k+T})) < V(x(t_k))$, and if $x(t_k) \in \Omega_{\rho_n}$, then $V(x(t_{k+T})) \leq \rho_b$.

Because the upper bound on the difference between the Lyapunov function of the actual trajectory $x$ and the nominal trajectory $\tilde{x}$ (see Eq. 6.34) is a strictly increasing...
function of $T$, the inequality of Eq. 6.34 also implies that:

$$V(x(t)) \leq \max\{V(x(t_k)) - \epsilon_w, \rho_b\}, \forall t \in [t_k, t_{k+T}].$$  

(6.35)

Using the inequality of Eq. 6.35 recursively, it can be proved that if $x(t_0) \in \Omega_{\rho_n}$, then the closed-loop trajectories of the system of Eq. 6.2 under the proposed DMPC design stay in $\Omega_{\rho_n}$ for all times (i.e., $x(t) \in \Omega_{\rho_n}$ for all $t$). Moreover, if $x(t_0) \in \Omega_{\rho_n}$, the closed-loop trajectories of the system of Eq. 6.2 under the proposed iterative DMPC design satisfy $\limsup_{t \to \infty} V(x(t)) \leq \rho_b$. This proves Theorem 6.1.

In addition to the stability result of Theorem 6.1, we note that because the closed-loop states of the system of Eq. 6.2 under the proposed DMPC scheme are guaranteed to be bounded in a compact set containing the origin and the manipulated inputs are bounded for all times (this follows from the practical stability of the closed-loop system), the cost along the closed-loop system trajectory over finite time (which only depends on the absolute values of the magnitude of the system states and the manipulated inputs) is also bounded. We also note that in the context of linear systems and noise-free measurements and communication, the distributed optimization problem of Eq. 6.9 is convex. Furthermore, if the inputs of the distributed controllers are defined as convex combinations of their current and previous solutions as described in Eq. 6.14, as the iteration number $c$ increases, the optimal cost given by the distributed optimization problem of Eq. 6.9 converges to its corresponding centralized optimal value. This property is summarized in the following Corollary 6.1.

**Corollary 6.1.** Consider a class of linear time-invariant systems:

$$\dot{x}(t) = Ax(t) + Bu(t)$$  

(6.36)
\[ \dot{x}_i = A_{ii} x_i + \sum_{j \neq i} A_{ij} x_j + B_i u_i(t) \]  
\text{(6.37)}

where \( A, B, A_{ii}, A_{ij} \) and \( B_i \) are constant matrices with appropriate dimensions. If we define the inputs of the distributed controllers at iteration \( c \) as in Eq. 6.14, then at a sampling time \( t_k \), as the iteration number \( c \to \infty \), the optimal cost of the distributed optimization problem of Eq. 6.9 converges to the optimal cost of the corresponding centralized control system. If \( x(0) \in \Omega_\rho \) and the corresponding centralized MPC asymptotically stabilizes the origin of the closed-loop system, the DMPC of Eq. 6.9 also asymptotically stabilizes the origin of the closed-loop system and the closed-loop performance of the DMPC converges to the one given by the centralized control system.

**Proof 6.6.** In this proof, we focus on a simplified case: 1) a linear system composed of two subsystems, and 2) full state feedback, \( x \), is available every sampling time. We first prove that, at each sampling time, the optimal cost of the distributed optimization problem of Eq. 6.9 converges to the optimal cost of the corresponding centralized control system as the iteration number increases, and then prove that if the corresponding centralized MPC asymptotically stabilizes the origin of the closed-loop system, then the DMPC of Eq. 6.9 also asymptotically stabilizes the origin of the closed-loop system. This proof can be extended in a straightforward manner to include general linear systems with measurements available every \( T \) \( (T \leq N) \) sampling times.

For a linear system, it is easy to verify that the constraints of Eqs. 6.9a-6.9f are convex. We will focus on the proof of the convexity of the constraint of Eq. 6.9g. Specifically, using a quadratic Lyapunov function \( V(x) = x^T P x \) where \( P \) is a positive
definite symmetric matrix, the constraint of Eq. 6.9g takes the following form:

\[
\begin{align*}
&\left(\frac{1}{2} \tilde{x}^j(\tau)^T A^T + u_j(\tau)^T B_j^T\right) P \tilde{x}^j(\tau) + \tilde{x}^j(\tau)^T P \left(\frac{1}{2} A \tilde{x}^j(\tau) + B_j u_j(\tau)\right) \\
&\leq \left(\frac{1}{2} x_h^j(\tau|t_k)^T A^T + u_{h,j}(\tau|t_k)^T B_j^T\right) P \tilde{x}^j_h(\tau|t_k) \\
&+ x_h^j(\tau|t_k)^T P \left(\frac{1}{2} A x_h^j(\tau|t_k) + B_j u_{h,j}(\tau|t_k)\right)
\end{align*}
\]  
(6.38)

where \( j = 1, 2, \tau \in [0, \Delta] \) and \( \tilde{x}^j \) is the predicted trajectory of the nominal system with \( u_j \) computed by the LMPC of Eq. 6.9 and the other input is received from the other controller. The right hand side of Eq. 6.38 has no dependence on \( u_j \) or \( \tilde{x}^j \) and can be considered as a constant. If we take into account that the input trajectories are piece-wise constant and that \( \tilde{x}^j(\tau) = e^{A\tau} \tilde{x}^j(0) + \int_0^\tau e^{A(\tau-s)} B u(s) ds, \) for \( \tau \in [0, \Delta], \) we can obtain that:

\[
\tilde{x}^j(\tau) = C^j(t_k, \tau) + D^j(t_k, \tau) u_j
\]

where \( C^j(t_k, \tau) \) and \( D^j(t_k, \tau) \) are matrices that depend only on \( \tau. \) As it can be seen from Eq. 6.39, \( u_j \) appears linearly. Taking into account Eq. 6.39 and the fact that the right hand side of Eq. 6.38 can be considered as a constant, we can re-write Eq. 6.38 in a quadratic form with respect to \( u_j \) as follows:

\[
\begin{align*}
&u_j^T E^j(t_k, \tau) u_j + F^j(t_k, \tau) u_j \leq G^j(t_k, \tau)
\end{align*}
\]  
(6.40)

where \( E^j(t_k, \tau), F^j(t_k, \tau) \) and \( G^j(t_k, \tau) \) are matrices that depend only on \( \tau. \) This proves that the constraint of Eq. 6.38 is convex. Therefore, the optimization problem of Eq. 6.9 for the linear system with two subsystems is convex. If the inputs of the distributed controllers at each iteration \( c \) are defined as in Eq. 6.14, then the convergence of the cost given by the distributed optimization problem to the corresponding centralized control system can be proved following similar strategies used in [3, 92] for
a specific sampling time $t_k$. If $x(0) \in \Omega_\rho$ and the centralized MPC can asymptotically stabilize the origin of the closed-loop system, using the above arguments recursively for each sampling time, if $c \to \infty$ for each sampling time, it follows that the DMPC also asymptotically stabilizes the origin of the closed-loop system and the closed-loop cost converges to the one given by the centralized control system.

**Remark 6.4.** Referring to the open-loop nature of the estimator of Eq. 6.11, it is important to note that it does not pose any restrictions on the open-loop stability of the processes in which the proposed multirate DMPC method can be applied. The reason is that this estimator is used to provide “short-term” (within the slow sampling period upper bound) estimates of plant states which are used in the fast sampling-time DMPCs applied in the various subsystems; therefore, if the upper bound on the slow sampling time is sufficiently small as required by Theorem 1, the stability of the closed-loop system under the proposed multirate DMPC scheme is guaranteed.

**Remark 6.5.** Even though the conditions of Theorem 6.1 are conservative in nature in order to guarantee closed-loop stability, they do provide insight into the relationship between the various variables characterizing the controller, process and measurement sampling components of the closed-loop system and can be used to properly tune the overall control system. The degree of conservativeness of the conditions of Theorem 1 can be assessed in practice via closed-loop simulations.

**Remark 6.6.** Note that if all the distributed controllers have access to the whole system state vector measurements at each slow sampling instant, the controllers do not have to communicate and can make their calculation in a decentralized fashion without loss of the closed-loop stability because of the design of the stability constraints. The communication and iteration of the distributed controllers, however, can improve the overall closed-loop system performance significantly. It is also important to note that
the DMPC system operating at the slow sampling time can utilize alternative communication strategies between the distributed controllers like, for example, sequential communication or local (nearest-neighbor) communication, provided appropriate conditions are satisfied that ensure stability of the closed-loop system in each case. Furthermore, ideas from the quasi-decentralized control framework for multi-unit plants developed in [93] where suitable models are used in each controller to estimate state variables of the other subsystems, can be adopted in the proposed DMPC framework. Finally, we note that if measurements of some of the state variables are not available, networked state estimation schemes [94] may be used within the proposed multirate DMPC framework.

6.3 Application to a chemical process

The process considered in this study is a three vessel, reactor-separator system consisting of two continuously stirred tank reactors (CSTRs) and a flash tank separator. The reactions \( A \rightarrow B \) and \( A \rightarrow C \) (referred to as 1 and 2, respectively) take place in the two CSTRs before the effluent from CSTR 2 is fed to a flash tank. The detailed description and modeling of the process can be found in [15]. The process is numerically simulated using a standard Euler integration method. Process noise was added to simulate disturbances/model uncertainty and it is generated as autocorrelated noise of the form \( w_k = \phi w_{k-1} + \xi_k \) where \( k = 0, 1, \ldots \) is the discrete time step of 0.001 hr, \( \xi_k \) is generated by a normally distributed random variable with standard deviation \( \sigma_p \), and \( \phi \) is the autocorrelation factor and \( w_k \) is bounded by \( \theta_p \), that is \(|w_k| \leq \theta_p\). Table 6.1 contains the parameters used in generating the process noise. The process is divided into three subsystems corresponding to the first CSTR, the second CSTR and the separator, respectively. For the three subsystems, we will refer
Table 6.1: Disturbance parameters.

<table>
<thead>
<tr>
<th></th>
<th>(\sigma_p)</th>
<th>(\phi)</th>
<th>(\theta_p)</th>
<th></th>
<th>(\sigma_p)</th>
<th>(\phi)</th>
<th>(\theta_p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C_{A1})</td>
<td>0.1</td>
<td>0.7</td>
<td>0.09</td>
<td>(C_{A2})</td>
<td>0.1</td>
<td>0.7</td>
<td>0.09</td>
</tr>
<tr>
<td>(C_{B1})</td>
<td>0.02</td>
<td>0.7</td>
<td>0.01</td>
<td>(C_{B2})</td>
<td>0.1</td>
<td>0.7</td>
<td>0.03</td>
</tr>
<tr>
<td>(C_{C1})</td>
<td>0.02</td>
<td>0.7</td>
<td>0.01</td>
<td>(C_{C2})</td>
<td>0.1</td>
<td>0.7</td>
<td>0.01</td>
</tr>
<tr>
<td>(T_1)</td>
<td>10</td>
<td>0.7</td>
<td>1.17</td>
<td>(T_2)</td>
<td>10</td>
<td>0.7</td>
<td>1.35</td>
</tr>
<tr>
<td>(C_{A3})</td>
<td>0.1</td>
<td>0.7</td>
<td>0.09</td>
<td>(C_{B3})</td>
<td>0.1</td>
<td>0.7</td>
<td>0.02</td>
</tr>
<tr>
<td>(C_{C3})</td>
<td>0.02</td>
<td>0.7</td>
<td>0.01</td>
<td>(T_3)</td>
<td>10</td>
<td>0.7</td>
<td>1.35</td>
</tr>
</tbody>
</table>

Table 6.2: Steady-state values for \(x_s\).

<table>
<thead>
<tr>
<th></th>
<th>(\text{kmol m}^{-1})</th>
<th></th>
<th>(\text{kmol m}^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C_{A1s})</td>
<td>3.31</td>
<td>(C_{A2s})</td>
<td>2.75</td>
</tr>
<tr>
<td>(C_{B1s})</td>
<td>0.17</td>
<td>(C_{B2s})</td>
<td>0.45</td>
</tr>
<tr>
<td>(C_{C1s})</td>
<td>0.04</td>
<td>(C_{C2s})</td>
<td>0.11</td>
</tr>
<tr>
<td>(T_{1s})</td>
<td>369.53 ([K])</td>
<td>(T_{2s})</td>
<td>435.25 ([K])</td>
</tr>
<tr>
<td>(C_{A3s})</td>
<td>2.88</td>
<td>(C_{B3s})</td>
<td>0.50</td>
</tr>
<tr>
<td>(C_{C3s})</td>
<td>0.12</td>
<td>(T_{3s})</td>
<td>435.25 ([K])</td>
</tr>
</tbody>
</table>

The process has one unstable and two stable steady states. The control objective is to regulate the process at the unstable steady-state \(x_s\) corresponding to the operating...
point defined by $Q_{1s} = 0 \text{ KJ/hr}$, $Q_{2s} = 0 \text{ KJ/hr}$ and $Q_{3s} = 0 \text{ KJ/hr}$, respectively. Each of the tanks has an external heat input which is the control input associated with each subsystem, that is, $u_1 = Q_1 - Q_{1s}$, $u_2 = Q_2 - Q_{2s}$ and $u_3 = Q_3 - Q_{3s}$. The inputs are subject to constraints as follows: 

$$
|u_1| \leq 5 \times 10^4 \text{ KJ/hr},
|u_2| \leq 1.5 \times 10^5 \text{ KJ/hr}, \text{ and } |u_3| \leq 2 \times 10^5 \text{ KJ/hr}.
$$

Three distributed MPC controllers (controller 1, controller 2 and controller 3) will be designed to manipulate each one of the three inputs in the three subsystems, respectively. The process model (see [15]) belongs to the following class of nonlinear systems:

$$
\dot{x}(t) = f(x(t)) + \sum_{i=1}^{3} g_i(x(t))u_i(t) + w(x(t))
$$

where the explicit expressions of $f$, $g_i$ $(i = 1, 2, 3)$, are omitted for brevity. We assume that $x_{f,1}$, $x_{f,2}$, $x_{f,3}$ are measured and sent to controller 1, controller 2 and controller 3, respectively, at synchronous time instants $t_l = l\Delta$, $l = 0, 1, \ldots$, with $\Delta = 0.01 \text{ hr} = 36 \text{ sec}$ while we assume that each controller receives $x_{s,i}$ every $T = 4$ sampling times. The three subsystems exchange their states at $t_k = kT\Delta$, $k = 0, 1, \ldots$; that is, the full system state $x$ is sent to all the controllers every $T = 4$ sampling times.

In the simulations, we consider a quadratic Lyapunov function $V(x) = x^TPx$ with $P = \text{diag}([20 \ 10^{-3} \ 10^{-3} \ 10^{-3} \ 10^{-3} \ 10^{-3} \ 10^{-3} \ 10^{-3} \ 10^{-3} \ 10^{-3}])$. We design the Lyapunov-based controller $h(x)$ following the continuous bounded control law [58, 18] as follows:

$$
h(x) = -p(x)(LGV)^T
$$

where

$$
p(x) = \begin{cases}
\frac{L_fV + \sqrt{(L_fV)^2 + (u_{\text{max}}|LGV^T|)^2}}{|LGV^T|^2[1 + \sqrt{1 + (u_{\text{max}}|LGV^T|)^2}]^2}, & LGV \neq 0 \\
0, & LGV = 0
\end{cases}
$$
with \( L_f V = \frac{\partial V}{\partial x} f(x) \) and \( L_G V = \frac{\partial V}{\partial x} G(x) \) where \( G = [g_1 \ g_2 \ g_3] \) being the Lie derivatives of the scalar function \( V \) with respect to the vector fields \( f \) and \( G \), respectively.

To estimate the stability region \( \Omega_\rho \), extensive simulations were carried out to get an estimate of the region of the closed-loop system under Lyapunov-based control \( h(x) \) where the time-derivative of the Lyapunov function is negative, and then \( \Omega_\rho \) is defined as a level set of the Lyapunov function \( V(x) \) embedded within this region.

Based on the Lyapunov-based controller \( h(x) \) and \( V(x) \), we design the three LMPCs following Eqs. 6.9-6.10 and 6.12-6.13 and refer to them as LMPC 1, LMPC 2 and LMPC 3. For each LMPC, we also design a state observer following Eq. 6.11. In the design of the LMPC controllers, the weighting matrices are chosen to be \( Q_c = \text{diag}([20 \ 10^3 \ 10^3 \ 10^3 \ 10^3 \ 10^3 \ 10^3 \ 10^3 \ 10^3 \ 10^3]) \), \( R_1 = R_2 = R_3 = 10^{-6} \).

The prediction horizon for the optimization problem is \( N = 5 \) with a sampling time of \( \Delta = 0.01 \text{ hr} \). In the simulations, we put a maximum iteration number \( c_{\max} \) on the DMPC evaluation and the maximum iteration number is chosen to be \( c_{\max} = 2 \). Also, we set \( \Delta u_i \) as 10% percent of \( u_i^{\max} \ (i = 1, 2, 3) \). The optimization problems are solved by the open source interior point optimizer Ipopt [97]. The initial condition which is utilized to carry out simulations is \( x(0)^T = [360.69 \ 3.19 \ 0.15 \ 0.03 \ 430.91 \ 2.76 \ 0.34 \ 0.08 \ 430.42 \ 2.79 \ 0.38 \ 0.08] \). We set the bound on the measurement noise to be 1% of the instantaneous value of the signal measured by sensors. The communication channel noise is generated using gaussian random variables with variances \( \sigma_n \) and \( \sigma_u \) bounded by \( \theta_n \) and \( \theta_u \) for state values and control inputs, respectively. These values are shown in Table 6.3.

We first carried out simulations to illustrate that the proposed multirate DMPC achieves practical closed-loop stability. Figure 6.2 shows the temperature and concentration trajectories of the process under the DMPC design of Eqs. 6.9-6.10 and 6.12-
Table 6.3: Communication noise parameters.

<table>
<thead>
<tr>
<th></th>
<th>(\sigma_n )</th>
<th>(\theta_n )</th>
<th></th>
<th>(\sigma_n )</th>
<th>(\theta_n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C_{A1} )</td>
<td>1</td>
<td>0.033</td>
<td>(C_{A2} )</td>
<td>1</td>
<td>0.027</td>
</tr>
<tr>
<td>(C_{B1} )</td>
<td>1</td>
<td>0.001</td>
<td>(C_{B2} )</td>
<td>1</td>
<td>0.004</td>
</tr>
<tr>
<td>(C_{C1} )</td>
<td>1</td>
<td>0.001</td>
<td>(C_{C2} )</td>
<td>1</td>
<td>0.001</td>
</tr>
<tr>
<td>(T_1 )</td>
<td>10</td>
<td>3.695</td>
<td>(T_2 )</td>
<td>10</td>
<td>4.352</td>
</tr>
<tr>
<td></td>
<td>(\sigma_u )</td>
<td>(\theta_u )</td>
<td></td>
<td>(\sigma_u )</td>
<td>(\theta_u )</td>
</tr>
<tr>
<td>(C_{A3} )</td>
<td>1</td>
<td>0.028</td>
<td>(u_1 )</td>
<td>10</td>
<td>7.39</td>
</tr>
<tr>
<td>(C_{B3} )</td>
<td>1</td>
<td>0.005</td>
<td>(u_2 )</td>
<td>30</td>
<td>22.17</td>
</tr>
<tr>
<td>(C_{C3} )</td>
<td>1</td>
<td>0.001</td>
<td>(u_3 )</td>
<td>40</td>
<td>29.56</td>
</tr>
<tr>
<td>(T_3 )</td>
<td>10</td>
<td>4.352</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

6.13, respectively. As it can be seen from the figure, the proposed DMPC system can steer the system state to a neighborhood of the desired steady-state. It should be emphasized that the inequalities of Eqs 6.19 and 6.28 have been confirmed through simulations.

We also carried out a set of simulations to demonstrate the optimality of the closed-loop performance of the proposed multirate DMPC compared with different control schemes. Specifically, we compared the proposed multirate DMPC with five different control schemes from a performance point of view for the case in which there is no communication and measurement noise. The five control schemes considered are as follows: (1) the proposed DMPC design of Eqs. 6.9-6.10 and 6.12-6.13; (2) a DMPC design with LMPCs formulated as in Eq. 6.9 which are only evaluated at time instants in which full system states are available and the inputs are implemented in open-loop fashion between two full system state measurements (in this case, the additional fast sampled measurements are not used to improve the closed-loop performance); (3) the proposed DMPC design but without communication between the distributed controllers and each controller estimating the full system states and the actions of the other controllers based on the process model and \(h(x)\) (in this case,
Figure 6.2: State trajectories of the process under the DMPC design of Eqs. 6.9-6.10 and 6.12-6.13 with noise.

Figure 6.3: Manipulated input trajectories under the DMPC design of Eqs. 6.9-6.10 and 6.12-6.13 with noise.
a distributed LMPC in the DMPC design takes advantage of both fast and slowly sampled measurements of its own local subsystem but does not receive any input or state information from the other subsystems; (4) the DMPC design as in (2) but without communication between the distributed controllers and each controller estimating the full system states and actions of the other controllers based on the process model and \( h(x) \); (5) \( h(x) \) applied in sample-and-hold; (6) the centralized LMPC [79].

We perform these simulations under different initial conditions and different process noise/disturbances. To carry out this comparison, we have computed the total cost of each simulation based on the index of the following form:

\[
J = \sum_{i=0}^{M} \left[ x(t_i)^T Q_c x(t_i) + \sum_{j=1}^{3} u_j(t_i)^T R_{cj} u_j(t_i) \right]
\]

where \( t_0 = 0 \) is the initial time of the simulations and \( t_M = 1 \ h r \) is the end of the simulations. Table 6.4 shows the total cost computed for 10 different closed-loop simulations under the six different control schemes. From Table 6.4, we see that the centralized LMPC gives the best performance and the proposed DMPC design gives the second best performance in all the simulations. Also, Table 6.4 demonstrates that when there is communication between controllers or there is MPC implementation when there is only partial state information in each controller (fast sampled state), the closed-loop performance is improved. It should be mentioned that the Lyapunov-based controller is a feasible solution to the DMPC problem; however, the DMPC solution can substantially improve closed-loop performance while it inherits closed-loop stability from the Lyapunov-based controller. All of the DMPC designs yield improvement in performance compared to the Lyapunov-based controller.

In the final set of simulations, we demonstrated that the proposed multirate DMPC has a reduced computational complexity with respect to a corresponding
Table 6.4: Total performance cost comparison along the closed-loop system trajectories in 10 different runs under: (1) the proposed multirate DMPC design; (2) a DMPC design with LMPCs formulated as in Eq. 6.9 evaluated only at time instants in which full system states are available and the inputs are implemented in open-loop fashion between two full system state measurements; (3) the proposed DMPC design but without communication between the distributed controllers and each controller estimating the full system states and the actions of the other controllers based on the process model and $h(x)$; (4) the DMPC design as in (2) but without communication between the distributed controllers and each controller estimating the full system states and actions of the other controllers based on the process model and $h(x)$; (5) $h(x)$ applied in sample-and-hold; (6) the centralized LMPC [79].

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>43963</td>
<td>633589</td>
<td>72200</td>
<td>812903</td>
<td>1116578</td>
<td>27057</td>
<td></td>
</tr>
<tr>
<td>21512</td>
<td>606628</td>
<td>28079</td>
<td>743874</td>
<td>1095819</td>
<td>7370</td>
<td></td>
</tr>
<tr>
<td>23041</td>
<td>604148</td>
<td>27407</td>
<td>706319</td>
<td>1084445</td>
<td>15112</td>
<td></td>
</tr>
<tr>
<td>24681</td>
<td>613289</td>
<td>30211</td>
<td>720131</td>
<td>1104045</td>
<td>8838</td>
<td></td>
</tr>
<tr>
<td>31440</td>
<td>618649</td>
<td>36290</td>
<td>723598</td>
<td>1106508</td>
<td>18654</td>
<td></td>
</tr>
<tr>
<td>21775</td>
<td>654268</td>
<td>25950</td>
<td>859380</td>
<td>1079984</td>
<td>15287</td>
<td></td>
</tr>
<tr>
<td>28553</td>
<td>667143</td>
<td>34209</td>
<td>879852</td>
<td>1109976</td>
<td>13168</td>
<td></td>
</tr>
<tr>
<td>28974</td>
<td>659250</td>
<td>34565</td>
<td>865643</td>
<td>1109363</td>
<td>13424</td>
<td></td>
</tr>
<tr>
<td>28228</td>
<td>672756</td>
<td>33949</td>
<td>891549</td>
<td>1110884</td>
<td>12991</td>
<td></td>
</tr>
<tr>
<td>23929</td>
<td>668499</td>
<td>29688</td>
<td>887300</td>
<td>1106623</td>
<td>11903</td>
<td></td>
</tr>
</tbody>
</table>
centralized scheme. Specifically, we compared the evaluation time of the centralized LMPC [79] with the one of the proposed DMPC design in the case that there is no noise in communication or measurements. We consider the case where each controller evaluates the input trajectories every $T = 4$ sampling times (both in the centralized and the distributed architectures) and evaluate the computational time of the LMPC optimization problems for 2500 independent closed-loop simulation runs. We consider only the sampling times in which controllers have access to full system states including fast and slowly sampled states. We found that the mean evaluation time of the centralized LMPC is $0.267 \text{ sec}$ and the mean evaluation time of the DMPC is $0.235 \text{ sec}$ which is the maximum time among the three distributed controllers (LMPC 1: $0.215 \text{ sec}$, LMPC 2: $0.235 \text{ sec}$ and LMPC 3: $0.206 \text{ sec}$). From this set of simulations, we see that the proposed DMPC design leads to about 12% reduction in the controller evaluation time.

6.4 Conclusions

In this chapter, we designed a DMPC system using multirate sampling for large-scale nonlinear uncertain systems composed of several coupled subsystems. In the proposed control architecture, the controllers were designed via LMPC techniques taking into account bounded measurement and communication noise and process disturbances. Sufficient conditions under which the state of the closed-loop system is ultimately bounded in an invariant region containing the origin were derived. Finally, the applicability and performance of the proposed DMPC scheme were demonstrated through a nonlinear chemical process example.
Chapter 7

Distributed Model Predictive Control of Switched Nonlinear Systems with Scheduled Mode Transitions

Due to changes in raw materials (feedstock), energy sources, product specifications and market demands, control of switched nonlinear systems with scheduled mode transitions has received considerable attention in the context of chemical process control applications. From a stability analysis point of view, switched systems are well studied using multiple Lyapunov function (MLF) [5] and dwell time [44] concepts (see also [56, 57] for results and references in this area). From a controller design standpoint, in order to achieve closed-loop stability, mode transition situations should be carefully accounted for in the control problem formulation and solution. In this direction, control of switched systems has been addressed using approaches based
on Lyapunov functions (e.g., [21, 27, 31, 45, 101]) as well as optimal control theory (e.g., [5, 4, 30]). Furthermore, in order to achieve scheduled mode transitions in an optimal setting and accommodate input and state constraints, model predictive control (MPC) framework can be employed to design control systems that can achieve these objectives (see, for example [8, 73, 53, 52] for results on MPC of hybrid systems). As the number of manipulated inputs increases, as it is the case in the context of large-scale chemical plants, the evaluation time of centralized MPC may increase significantly. This may impede the ability of centralized MPC to carry out real-time calculations within the limits imposed by process dynamics and operating conditions. These control action evaluation problems may become more acute when additional constraints are imposed on the MPC as it is the case in the context of switched systems in order to properly force the closed-loop system state to follow a trajectory that meets the desired switching (operating) process schedule. Furthermore, there are cooperative DMPC schemes where each distributed controller optimizes the control actions for its actuators by minimizing a “global” cost accounting for the entire plant state and set of inputs [87, 19]; however, at this point, there is no work on the DMPC of switched or hybrid systems.

In this chapter, we present a framework for the design of distributed model predictive control systems for a broad class of switched nonlinear systems for which the mode transitions take place according to a prescribed switching schedule. Under appropriate stabilizability assumptions on the existence of a set of feedback controllers that can stabilize the closed-loop switched, nonlinear system, we design a Lyapunov-based iterative DMPC scheme with appropriate stability constraints that achieves stability of the switched closed-loop system and tracking of the prescribed switching policy. In terms of DMPC feasibility, the stability constraints make sure that at the moment of mode switching, the closed-loop system state is at the stability region of
the new mode while the value of the Lyapunov function of the new mode (at the moment of entering the new mode) is smaller compared to the value of this Lyapunov function at the last time that the closed-loop system had switched into that mode. The proposed DMPC scheme is applied to a nonlinear chemical process network with scheduled mode transitions and its performance and computational efficiency properties in comparison to centralized MPC are evaluated through simulations.

7.1 Preliminaries

7.1.1 Notation and class of switched nonlinear systems

The notation $| \cdot |$ is used to denote the Euclidean norm of a vector, while we use $| \cdot |_Q$ to denote the square of a weighted Euclidean norm, i.e., $|x|_Q = x^T Q x$ for all $x \in \mathbb{R}^n$. A continuous function $\alpha : [0, a) \to [0, \bar{a})$ is said to belong to class $\mathcal{K}$ if it is strictly increasing and satisfies $\alpha(0) = 0$. The symbol $\Omega_r$ is used to denote the set $\Omega_r := \{x \in \mathbb{R}^{nx} : V(x) \leq r\}$ where $V$ is a continuous differentiable, positive definite scalar function, and the operator ‘/’ denotes set subtraction, that is, $A/B := \{x \in \mathbb{R}^{nx} : x \in A, x \notin B\}$. The symbol $\text{diag}(v)$ denotes a matrix whose diagonal elements are the elements of vector $v$ and all the other elements are zeros. $T$ denotes matrix transpose operation.

We consider switched nonlinear systems which are composed of $p$ modes (i.e., finite-number of switching modes) described by the following state-space model:

$$\dot{x}(t) = f_{\sigma(t)}(x) + \sum_{i=1}^{m} g_{i\sigma(t)}(x) u_{i\sigma(t)}(t) \quad (7.1)$$

where $x(t) \in \mathbb{R}^{nx}$ denotes the vector of state variables of the system and $u_{i\sigma(t)}(t) \in$
$R^{m_{ui}} \ (i = 1, \ldots, m)$ is the $i^{th}$ set of control (manipulated) inputs affecting the $\sigma$ mode. $\sigma: [0, \infty) \to \mathcal{I}$ denotes the switching signal which is assumed to be a piecewise continuous from the right function of time, i.e., $\sigma(t_k) = \lim_{t \to t_k^+} \sigma(t)$ for all $k$, implying that only a finite number of switches is allowed over any finite interval of time. The switching signal takes its values in a finite index set $\mathcal{I} = \{1, 2, \ldots, p\}$. The vector function $f_{\sigma(t)}(x)$ and the matrix function $g_{i\sigma(t)}(x)$ have dimension $(n_x \times 1)$ and $(n_x \times m_{ui})$ respectively. The $m$ sets of inputs are restricted to be in $m$ nonempty convex sets $U_{i\sigma(t)} \subseteq R^{m_{ui}}, \ i = 1, \ldots, m$, which are defined as $U_{i\sigma(t)} := \{u_{i\sigma(t)} \in R^{m_{ui}} : |u_{i\sigma(t)}| \leq u_{i\sigma(t)}^{\max}\}$ where $u_{i\sigma(t)}^{\max}, \ i = 1, \ldots, m,$ are the magnitudes of the input constraints. We will design $m$ controllers to compute the $m$ sets of control inputs $u_{i\sigma(t)}, \ i = 1, \ldots, m,$ respectively. We will refer to the controller computing $u_{i\sigma(t)}$ as controller $i$ at mode $\sigma(t)$.

Throughout the rest of this manuscript, $t_{k^{in}}$ and $t_{k^{out}}$ denote the time when, for the $r^{th}$ time, the system of Eq. 7.1 has switched in and out of the $k^{th}$ mode, respectively, i.e., $\sigma(t_{k^{in}}^+) = \sigma(t_{k^{out}}^-) = k$. So, for $t_{k^{in}} \leq t < t_{k^{out}}$, the system of Eq. 7.1 is represented by $\dot{x} = f_k(x) + \sum_{i=1}^{m} g_{ik}(x)u_{ik}$.

We assume that the vector function $f_k$, and the matrix functions $g_{ik}, \ i = 1, \ldots, m$ ($k \in \mathcal{I}$) are locally Lipschitz vector and matrix functions, respectively, and that the origin is an equilibrium point of the unforced system (i.e., system of Eq. 7.1 with $u_{ik}(t) = 0, \ i = 1, \ldots, m,$ for all $t, \ k \in \mathcal{I}$) which implies that $f_k(0) = 0, \ \forall k \in \mathcal{I}$. We further assume that during the system operation at mode $k$ for $r^{th}$ time, i.e., $t_{k^{in}} \leq t < t_{k^{out}}$, the system state measurements are available and sampled at synchronous time instants $t_q = t_{k^{in}} + q\Delta_k, \ q = 0, 1, 2, \ldots, N_k$, where $\Delta_k$ is the sampling time. Without loss of generality, we assume that $N_k$ is a positive integer.
7.1.2 Stabilizability assumptions on nonlinear switched system

Consider the system of Eq. 7.1, for a fixed $\sigma(t) = k$ for some $k \in \mathcal{I}$. We assume that there exists a feedback controller $h_k(x) = [h_{1k}^T(x) \cdots h_{mk}^T(x)]^T$ with $u_{ik} = h_{ik}(x)$, $i = 1, \ldots, m$, which renders the origin of the closed-loop system at mode $k$ asymptotically stable while satisfying the input constraints for all the states $x$ inside a given stability region. Using converse Lyapunov theorems [18, 59], this assumption implies that there exist class $K$ functions $\alpha_{l_k}(|\cdot|)$, $l = 1, 2, 3, 4$ and a continuously differentiable Lyapunov function $V_k(x)$ for the closed-loop system, that satisfy the following inequalities:

$$\begin{align*}
\alpha_{1_k}(|x|) &\leq V_k(x) \leq \alpha_{2_k}(|x|) \\
\frac{\partial V_k(x)}{\partial x} (f_k(x) + \sum_{i=1}^{m} g_{ik}(x) h_{ik}(x)) &\leq -\alpha_{3_k}(|x|) \\
|\frac{\partial V_k(x)}{\partial x}| &\leq \alpha_{4_k}(|x|) \\

(7.2)
\end{align*}$$

for all $x \in D_k \subseteq \mathbb{R}^n_x$ where $D_k$ is an open neighborhood of the origin. We denote the region $\Omega_{\tilde{\rho}_k} \subseteq D_k$ as the stability region of the closed-loop system at mode $k$ under the controller $h_k(x)$. Using the smoothness assumed for the $f_k$ and $g_{ik}$, and taking into account that the manipulated inputs $u_{ik}, i = 1, \ldots, m$, are bounded, there exists a positive constant $M_k$ such that

$$|f_k(x) + \sum_{i=1}^{m} g_{ik}(x) u_{ik}| \leq M_k$$

(7.3)

for all $x \in \Omega_{\tilde{\rho}_k}$, $u_{ik} \in U_{ik}$, $i = 1, \ldots, m$, and $k \in \mathcal{I}$. In addition, by the continuous differentiable property of the Lyapunov function $V_k(x)$ and the smoothness of $f_k$ and g
There exist positive constants $L_{x_k}$, $L_{u_{ik}}$ and $C_{g_{ik}}$ such that

$$\left| \frac{\partial V_k}{\partial x} f_k(x) - \frac{\partial V_k}{\partial x} f_k(x') \right| \leq L_{x_k} |x - x'|$$

$$\left| \frac{\partial V_k}{\partial x} g_{ik}(x) - \frac{\partial V_k}{\partial x} g_{ik}(x') \right| \leq L_{u_{ik}} |x - x'|, \ i = 1, \ldots, m \tag{7.4}$$

$$\left| \frac{\partial V_k}{\partial x} g_{ik}(x) \right| \leq C_{g_{ik}}, \ i = 1, \ldots, m$$

for all $x, x' \in \Omega_{\tilde{\rho}_k}$, $u_{ik} \in U_{ik}$, $i = 1, \ldots, m$, and $k \in \mathcal{I}$.

### 7.1.3 Stability properties of $h_k(x)$

In this subsection, we address the stability properties of the controller $h_k(x)$. Proposition 7.1 addresses the closed-loop stability properties of the controller $h_k(x)$ while Proposition 7.2 provides sufficient conditions to force the closed-loop system state under implementation of the Lyapunov-based controller in a sample-and-hold fashion to enter the corresponding stability region of the subsequent mode once the system switches to that mode.

We define the following sampled trajectory when the controller $h_k(x)$ is applied in a sample-and-hold fashion at mode $k$ for $t_{k^{in}} \leq \tau < t_{k^{out}}$ as follows

$$\dot{x}(\tau) = f_k(\hat{x}(\tau)) + \sum_{i=1}^{m} g_{ik}(\hat{x}(\tau)) h_{ik}(\dot{x}(t_l)), \ l = 0, 1, \ldots, N_{kr} - 1, \ \dot{x}(t_0) = x(t_{k^{in}}) \tag{7.5}$$

where $t_0 = t_{k^{in}}$.

Proposition 7.1 below ensures that if the closed-loop system at mode $k$ controlled by $h_k(x)$ implemented in a sample-and-hold fashion and with open-loop state estimation (initial state) starts in $\Omega_{\tilde{\rho}_k}$ and stays in mode $k$ for all times, then it is ultimately bounded in $\Omega_{\rho_{min}}$. It characterizes the closed-loop stability region corresponding to
each mode.

**Proposition 7.1** (c.f. [19]). Consider the closed-loop system of Eq. 7.5 and assume it operates at mode \( k \) for all times. Let \( \Delta_k, \epsilon_{sk} > 0 \) and \( \tilde{\rho}_k > \rho_{sk} > 0 \) satisfy:

\[
-\alpha_{3k}(\alpha_{2k}^{-1}(\rho_{sk})) + L'_{xk}M_k\Delta_k \leq -\epsilon_{sk}/\Delta_k.
\] (7.6)

Then, if \( \hat{x}(t_0) \in \Omega_{\tilde{\rho}_k} \) and \( \rho_{\min_k} < \tilde{\rho}_k \) where \( \rho_{\min_k} = \max\{V_k(\hat{x}(t + \Delta_{kr})) : V_k(\hat{x}(t)) \leq \rho_{sk}\} \), \( \forall \Delta_{kr} \in (0, \Delta_k] \) the following inequality holds: \( V_k(\hat{x}(t)) \leq V_k(\hat{x}(t_0)), \forall t \in [t_q, t_{q+1}) \) \( (q = 0, 1, \ldots) \) and \( V_k(\hat{x}(t_q)) \leq \max\{V_k(\hat{x}(t_0)) - q\epsilon_{sk}, \rho_{\min_k}\} \). Since \( V_k(\cdot) \) is a continuous function, \( V_k(\hat{x}) \leq \rho_{\min_k} \) implies \( |\hat{x}| \leq d_k \) where \( d_k \) is a positive constant and therefore, \( \limsup_{t \to \infty} |\hat{x}(t)| \leq d_k \).

For each mode \( k \in \mathcal{I} \), we assume there exist a set of initial conditions \( \Omega_{\tilde{\rho}_k} \), which is estimated as the level set of the Lyapunov function at mode \( k \) \( (V_k(\cdot)) \) and a positive real number \( \rho^*_k \) such that under implementation of the Lyapunov-based controller \( h_k(\cdot) \) in a sample-and-hold fashion, the state of Eq. 7.5 satisfies

\[
\dot{V}_k(\hat{x}(\tau)) \leq -\rho^*_k V_k(\hat{x}(\tau)), \hat{x}(\tau) \in \Omega_{\tilde{\rho}_k/\rho_{sk}}, t_{kr^{in}} \leq \tau < t_{kr^{out}}
\] (7.7)

**Proposition 7.2.** Consider the closed-loop sampled trajectory \( \hat{x}(t) \) defined in Eq. 7.5. Given that \( t_{kr^{in}} \leq t < t_{kr^{out}} = t_{fw^{in}}, \) and \( \hat{x}(t_{kr^{in}}) \in \Omega_{\tilde{\rho}_k} \), if there exist \( \tilde{\rho}_k > 0, \rho^*_k > 0, N_{kr} > 0 \) and \( \Delta_{kr} > 0 \) \( \forall k \in \mathcal{I} \) such that

\[
\alpha_{2f}(\alpha_{1k}^{-1}(\tilde{\rho}_ke^{-\rho^*_k N_{kr}\Delta_{kr}})) \leq \tilde{\rho}_f,
\] (7.8)

then \( \hat{x}(t_{fw^{in}}) \in \Omega_{\tilde{\rho}_f} \).
\textbf{Proof 7.1.} It can be obtained from Eq. 7.7 that
\begin{equation}
\begin{aligned}
V_k(\hat{x}(t_{k^\text{out}})) \leq V_k(\hat{x}(t_{k^\text{in}}))e^{-\rho_k^* N_{kr} \Delta_{kr}}
\end{aligned}
\tag{7.9}
\end{equation}

Since $\hat{x}(t_{k^\text{in}}) \in \Omega_{\tilde{\rho}_k}$, we have
\begin{equation}
\begin{aligned}
V_k(\hat{x}(t_{k^\text{out}})) \leq \tilde{\rho}_k e^{-\rho_k^* N_{kr} \Delta_{kr}}
\end{aligned}
\tag{7.10}
\end{equation}

From Eq. 7.2 we can obtain $|\dot{x}(t_{k^\text{out}})| \leq \alpha_{1k}^{-1}(\tilde{\rho}_k e^{-\rho_k^* N_{kr} \Delta_{kr}})$. If Eq. 7.8 is satisfied, using Eq. 7.2 for the Lyapunov-based controller at mode $f$, it can be concluded that $V_f(\hat{x}(t_{f^w})) \leq \tilde{\rho}_f$ which implies that $\hat{x}(t_{f^w}) \in \Omega_{\tilde{\rho}_f}$.

\textbf{Assumption 7.1.} Consider the closed-loop system state trajectory of Eq. 7.5 and assume that $\hat{x}(t_{k^\text{out}}) \in \Omega_{\tilde{\rho}_k}$. Suppose, after switching out from mode $k$ for $r$th time, the system switches to mode $f$ for $w$th time, i.e., $t_{k^\text{out}} = t_{f^w}$. We assume that there exists $\epsilon^* > 0$ such that the closed-loop system state of Eq. 7.5 satisfies the following MLF constraint
\begin{equation}
\begin{aligned}
V_f(\hat{x}(t_{f^w})) \leq \begin{cases} 
V_f(\hat{x}(t_{f^{w-1}})) - \epsilon^*, & w > 1, \ V_f(\hat{x}(t_{f^{w-1}})) > \rho_{\text{min}_f} \\
\rho_{\text{min}_f}, & w > 1, \ V_f(\hat{x}(t_{f^{w-1}})) \leq \rho_{\text{min}_f} \\
\tilde{\rho}_f, & w = 1 
\end{cases}
\end{aligned}
\tag{7.11}
\end{equation}

where $\rho_{\text{min}_f}$ is defined in Proposition 7.1 below, $V_f(\hat{x}(t_{f^{w-1}}))$ is the value of the Lyapunov function of mode $f$ when the system switches into mode $f$ for $(w-1)$th time and $V_f(\hat{x}(t_{f^w}))$ is the value of the Lyapunov function of mode $f$ when the system switches into mode $f$ for $w$th time.

Assumption 7.1 implies that there exists a Lyapunov-based controller correspond-
ing to each switching mode that meets the prescribed switching policy and at each mode the value of the Lyapunov function of the corresponding mode decreases to a certain level to ensure that when the system switches out of this mode to enter the subsequent mode, the closed-loop system state enters the stability region of the corresponding switching mode and the Lyapunov-based controllers of all the modes satisfy the MLF constraint [5].

Remark 7.1. It should be emphasized that the stability region $\Omega_{\tilde{\rho}_k}$ characterizes the set of initial conditions starting from where, the closed-loop system state enters the corresponding stability region of the subsequent mode to proceed at the time of the switch. From a feasibility point of view, the Lyapunov-based controller satisfying Assumption 7.1 yields a feasible solution to the prescribed switching policy. It should be emphasized that the purpose of the MPC formulation in this chapter (centralized or distributed) is to take advantage of this feasible solution to improve closed-loop performance.

### 7.1.4 Centralized MPC of switched systems

In this section, we briefly review the formulation of the centralized MPC for switched systems proposed in [73]. For initialization purposes we assume that $x(t_{i^1_{\pi}}) \in \Omega_{\tilde{\rho}_1}$. We assume that the system upon exiting from the mode $k$ for the $r^{th}$ time enters mode $f$ for the $w^{th}$ time (i.e., $t_{f_{w}^{out}} = t_{k^{out}}^{w} < \infty$). Specifically, the centralized MPC at mode $k$ is formulated as follows:

$$
\min_{u_{1_k}, \ldots, u_{m_k} \in S(\Delta_{k})} \int_0^{\tilde{T}} \left[ |\dddot{x}(\tau)|Q_{c_k} + \sum_{i=1}^{m} |u_{ik}(\tau)|R_{c_{ik}} \right] d\tau
$$

(7.12a)
s.t. \( \dot{x}(\tau) = f_k(\bar{x}(\tau)) + \sum_{i=1}^{m} g_{ik}(\bar{x}(\tau))u_{ik} \) (7.12b)

\[ u_{ik}(\tau) \in U_{ik}, \; i = 1, \ldots, m \] (7.12c)

\[ \bar{x}(0) = x(t_q) \] (7.12d)

\[ \frac{\partial V_k(x(t_q))}{\partial x} g_{ik}(x(t_q))u_{ik}(0) \leq \frac{\partial V_k(x(t_q))}{\partial x} g_{ik}(x(t_q))h_{ik}(x(t_q)), \; i = 1, \ldots, m \] (7.12e)

\[ V_f(\bar{x}(t_{f_{w-1}})) \leq \begin{cases} V_f(x(t_{f_{w-1}})) - \epsilon, & w > 1, \; V_f(x(t_{f_{w-1}})) > \rho_{min}\bar{f} \\ \rho_{min}\bar{f}, & w > 1, \; V_f(x(t_{f_{w-1}})) \leq \rho_{min}\bar{f} \\ \tilde{\rho}_f, & w = 1 \end{cases} \] (7.12f)

where \( \bar{x} \) is the predicted state trajectory of the closed-loop system, \( S(\Delta_{k_r}) \) is the family of piece-wise continuous functions over \([0, \bar{T}]\), \( Q_{ck} \) and \( R_{cik}, \; i = 1, \ldots, m \), are positive definite weight matrices and \( \bar{T} \) is the time interval corresponding to prediction horizon and

\[
\bar{T} = \begin{cases} t_{k_{out}} - t_q, & \text{if } t_{k_{out}} < \infty \\ T_{design}, & \text{if } t_{k_{out}} = \infty \end{cases}
\] (7.13)

where \( 0 < T_{design} < \infty \) is a design parameter. The transition constraint of Eq.7.12f ensures that if this mode is switched out and then switched back in, then \( V_k(x(t_{k_{in}+1})) < V_k(x(t_{k_{in}})) \). In general \( V_k(x(t_{k_{in}})) < V_k(x(t_{k_{in}+1})) < \ldots < \tilde{\rho}_k \). In other words, this constraint enforces the MLF stability condition in the switched system.

**Remark 7.2.** It should be emphasized that the centralized MPC of Eq. 7.12 is not implemented in the context of conventional receding horizon scheme. Based on the prescribed switching schedule policy, at each time interval that the system is supposed to operate in a specific mode, it uses a prediction horizon from the current time until
the time that the system is supposed to switched out from that mode. Furthermore, if the system is supposed to operate in a single mode for a specific time, it uses a fixed horizon $T_{\text{design}}$ based on Eq. 7.13.

The manipulated inputs of the centralized control design of Eq. 7.12 at mode $k$ are defined as follows:

$$u_{ik}(t) = u^*_i(t - t_q|t_q), \ i = 1, \ldots, m, \ \forall t \in [t_q, t_{q+1}). \quad (7.14)$$

A potential drawback of the centralized MPC framework is that its computational burden significantly increases as the number of manipulated inputs and constraints grow, motivating the development of DMPC algorithms for switched systems.

### 7.2 DMPC of switched nonlinear systems

In this section, we propose an iterative Lyapunov-based DMPC scheme for switched nonlinear systems given a prescribed switching sequence (see also [39, 35]). We assume that there exists a Lyapunov-based controller for each of the switched system modes which satisfies Eqs. 7.2 and 7.7. The controller design problem seeks to enforce appropriate Lyapunov-based stability constraint in the DMPC formulation to achieve practical stability in the closed-loop switched system. From a control design perspective, DMPC forces the system state to evolve at each switching mode such that at the time of switching into the next mode, the closed-loop system state is within the stability region of the new mode. One of the difficulties in the implementation of distributed MPC in switched systems is the enforcement of the MLF constraint (Eq. 7.12f) from a feasibility point of view; however, in this chapter, we take advantage of the specified properties of the Lyapunov-based controller (Eqs. 7.2
and 7.7) to provide a feasible solution to the optimization problem of the DMPC for switched systems. Specifically, the implementation strategy of DMPC of switched nonlinear systems can be described as follows:

1. At sampling time $t_q$ all of the distributed controllers receive the state measurements $x(t_q)$ through sensors.

2. At each iteration $c < c_{\text{max}}$
   
   2.1 All of the distributed controllers exchange their latest optimal input trajectories.

   2.2 Each MPC evaluates its own future input trajectory based on $x(t_q)$ and the latest received input trajectories of all the other MPCs.

   2.3 Using the computed input trajectories of all DMPCs the constraint of Eq. 7.12f is checked. If this constraint is satisfied go to step 2.5; otherwise, go to step 2.4.

   2.4 Provide the distributed MPCs a new initial guess by slightly perturbing the latest feasible optimal solution (if $c = 1$, this solution is $h(x(t_q))$; for $c > 1$, it is the solution obtained at iteration $c - 1$) and re-calculate the input trajectories of the DMPCs. If the new input trajectories satisfy the constraint of Eq. 7.12f, go to step 2.5; otherwise, re-calculate the input trajectories of the DMPCs by slightly perturbing the latest initial guess and check if the constraint of Eq. 7.12f is satisfied. If a new DMPC solution that satisfies the constraint of Eq. 7.12f can not be found after a set number of evaluations, if $c = 1$, use $h(x(t_q))$ as a solution, else, keep the solution obtained at iteration $c - 1$. Go to step 2.5.

   2.5 Set $c \leftarrow c + 1$ and return to step 2.1.
3. After a number of iterations/evaluations that depend on the sampling time, pick the input trajectories which yield the minimum cost function and satisfy the constraint of Eq. 7.12f over the iterations.

4. Each MPC controller sends the first step input value of its optimal input trajectory to its actuators.

At each sampling time and at first iteration, the Lyapunov-based controller of the corresponding mode is a feasible solution for the optimization problem of each distributed MPC of Eq. 7.15 and also for the centralized MPC problem of Eq. 7.12; this is consequence of Assumption 7.1 which imposes the existence of a feasible control input trajectory for the centralized control problem for the switched systems and also because $h(x(t_q))$ is a feasible solution for the DMPCs.

According to this implementation strategy, the DMPC formulation of MPC $j$ at iteration $c$ is as follows:

$$
\min_{u_{jk} \in S(\Delta_{kc})} \int_0^{\tilde{T}} \left[ |\tilde{x}^j(\tau)|_{Q_{ck}} + \sum_{i=1}^{m} |u_{ik}(\tau)|_{R_{ck}} \right] d\tau
$$

(7.15a)

s.t. $\dot{\tilde{x}}^j(\tau) = f_k(\tilde{x}^j(\tau)) + \sum_{i=1}^{m} g_{ik}(\tilde{x}^j(\tau)) u_{ik}$

(7.15b)

$$
u_{ik}(\tau) = u_{ik}^{*c-1}(\tau|t_q), \ i \neq j
$$

(7.15c)

$$u_{jk}(\tau) \in U_{jk}
$$

(7.15d)

$$\tilde{x}^j(0) = x(t_q)
$$

(7.15e)

$$
\frac{\partial V_k(x(t_q))}{\partial x} g_{jk}(x(t_q)) u_{jk}(0) \leq \frac{\partial V_k(x(t_q))}{\partial x} g_{jk}(x(t_q)) h_{jk}(x(t_q))
$$

(7.15f)
\[ V_f(\tilde{x}^j(t_{f_{w}^{m}})) \leq \begin{cases} V_f(x(t_{f_{w}^{m-1}})) - \epsilon^*, w > 1, V_f(x(t_{f_{w}^{m-1}})) > \rho_{min_f} \\ \rho_{min_f}, w > 1, V_f(x(t_{f_{w}^{m-1}})) \leq \rho_{min_f} \\ \tilde{\rho}_f, w = 1 \end{cases} \]  

(7.15g)

where \( u^{*,c-1}_{ik}(\tau|t_q) \) are the optimal control input trajectories from MPC \( i \) (\( i = 1, \ldots, m, i \neq j \)) and \( \tilde{x}^j \) is the predicted system state trajectory while MPC \( j \) uses the optimal control input trajectories of the rest of the controllers from iteration \( c - 1 \).

The constraint of Eq. 7.15f enforces that the amount of reduction in the value of the Lyapunov function by applying the control inputs of the distributed MPCs is at least at the level achieved by the Lyapunov-based controller when it is applied in a sample and hold fashion. \( S(\Delta_{k_i}) \) is the family of piece-wise continuous functions over \([0, \tilde{T}]\). \( \tilde{T} \) is the time interval corresponding to the prediction horizon which is chosen according to Eq. 7.13. The transition constraint of Eq. 7.15g ensures that if the \( f \) mode is switched out and then switched back in for the \( w \)th time, then \( V_f(x(t_{f_{w}^{m}})) < V_f(x(t_{f_{w}^{m-1}})) \). In other words, this constraint enforces the MLF stability constraint in the switched system. If previously, the closed-loop system state entered the final invariant set \( \Omega_{\rho_{min_f}} \), it will stay there. If it is the first time that the system switched to mode \( f \), the closed-loop system state is restricted to the set \( \Omega_{\tilde{\rho}_f} \).

It should be emphasized that at the first iteration (\( c = 1 \)), \( h(x(t_q)) \) is a feasible solution to the DMPC and each MPC assumes that the rest of the MPCs apply the Lyapunov-based controller at the current mode. The manipulated inputs of the proposed control design of Eq. 7.15 at mode \( k \) are defined as follows:

\[ u_{ik}(t) = u^{*}_{ik}(t - t_q|t_q), \ i = 1, \ldots, m, \ \forall t \in [t_q, t_{q+1}). \]  

(7.16)

**Remark 7.3.** Referring to the implementation of the DMPC of Eq. 7.15 with the
objective of ensuring that the computed optimal solution satisfies the transition constraint of the centralized MPC of Eq. 7.12f at each sampling time, we can take advantage of a sequential implementation strategy at the cost of increasing the computational time of the DMPC calculation because in this case the computational time at each sampling time will be the sum of the computational times of all DMPCs involved in the sequential implementation. In the sequential architecture, if we evaluate MPCs in an increasing order and pass optimal solutions to the adjacent controller, \((h_1(x(t_q)), \ldots, h_m(x(t_q)))\) is a feasible control input used for MPC 1, \((u_1^*(t_q), h_2(x(t_q)), \ldots, h_m(x(t_q)))\) is a feasible control input used for MPC 2 where \(u_1^*(t_q)\) is the optimal manipulated input obtained by MPC 1 at sampling time \(t_q\) and so on.

### 7.3 Stability analysis

The following theorem characterizes the stability properties of the DMPC design of Eq. 7.15.

**Theorem 7.1.** Consider the system of Eq. 7.1 in closed-loop under the distributed MPC of Eqs. 7.15-7.16 and assume that there exists Lyapunov-based controllers \(h_k(\cdot)\), \(\forall k \in \mathcal{I}\) satisfying Eq. 7.2 and Assumption 7.1. Let \(0 < T_{\text{design}} < \infty\) be a design parameter, \(\bar{T}\) satisfy Eq. 7.13 and \(t_{k^{\text{fin}}} \leq t < t_{k^{\text{out}}} = t_{f^{\text{in}}}\) for some \(f, k \in \mathcal{I}\). Then, given a positive real number \(d_{\text{max}}\), if there exist \(\Delta_k, \epsilon_{sk} > 0\), \(\tilde{\rho}_k > \rho_{sk} > 0\) and \(\epsilon_{wk} > 0\) \((\forall k \in \mathcal{I})\) such that Eqs. 7.6 and 7.8 are satisfied and \(\Delta_k \in (0, \Delta^*)\) where \(\Delta^* = \min_{k \in \mathcal{I}} \Delta_k\), then \(x(t)\) is bounded and \(\limsup_{t \to \infty} |x(t)| \leq d_{\text{max}}\).

**Proof 7.2.** First we prove that the optimization problem of Eq. 7.15 is feasible at all times and then we proceed with the closed-loop stability analysis. Since the
Lyapunov-based controller through implementation in a sample-and-hold fashion satisfies the MLF constraint of Eq. 7.12f and at the end of each switching mode it constraints the system state to enter the stability region of the subsequent mode, it follows that at each iteration $h_{jk}(\cdot)$ is a feasible solution for the optimization problem of Eq. 7.15.

Given the radius of the ball around the origin, $d_{\text{max}}$, the values of $\rho_{\text{min}k}$ and $\Delta_k$ $\forall k \in \mathcal{K}$ are computed based on Propositions 7.2 and 7.1. Then, for the purpose of DMPC implementation, a value of $\Delta_k^* = \min_{k \in \mathcal{T}} \Delta_k$ and $t_{k_{\text{out}}^r} - t_{k_{\text{in}}^r} = l_k \Delta_k$ for some integer $l_k > 0$ (note that given any two positive real numbers $t_{k_{\text{out}}^r} - t_{k_{\text{in}}^r}$ and $\Delta^*$, one can always find a positive real number $\Delta_k \leq \Delta^*$ such that $t_{k_{\text{out}}^r} - t_{k_{\text{in}}^r} = l_k \Delta_k$ for some integer $l_k > 0$).

Part 1: First consider the case when the switching is infinite. Let $t$ be such that $t_{k_{\text{in}}^r} \leq t < t_{k_{\text{out}}^r}$ and $t_{\text{fin}}^r = t_{k_{\text{out}}^r} < \infty$. Consider the active mode $k$. If $V_k(x) > \rho_{\text{min}k}$, the continued feasibility of the constraint of Eq.7.15f implies that $V_k(x(t_{k_{\text{out}}^r})) < V_k(x(t_{k_{\text{in}}^r}))$. The transition constraint of Eq.7.15g ensures that if this mode is switched out and then switched back in, then $V_k(x(t_{k_{\text{in}}^r+1})) < V_k(x(t_{k_{\text{in}}^r})).$ In general $V_k(x(t_{k_{\text{in}}^r})) < V_k(x(t_{k_{\text{in}}^r})) < \cdots < \tilde{\rho}_k$. Under the feasibility of the constraints of Eqs.7.15f and 7.15g for all future times, the value of $V_k(x)$ continues to decrease. If the mode of this Lyapunov function is not active, there exists at least some $z \in \mathcal{T}$ such that mode $z$ is active and Lyapunov function $V_z$ continues to decrease until the time that $V_z \leq \rho_{\text{min}z}$ (this happens because there is a finite number of modes, even if the number of switches may be infinite). From this point onwards, Propositions 7.1 ensures that $V_z$ continues to be less than or equal to $\rho_{\text{min}z}$. Due to continuity of Lyapunov functions, there exists $d_{\text{max}}$ such that $\limsup_{t \to \infty} |x(t)| \leq d_{\text{max}}$. 
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Part 2: For the case of a finite switching sequence, consider a \( t \) such that \( t_{k^n} \leq t < t_{k^\text{out}} = \infty \). Following a similar argument, \( V_k(x(t_{k^n})) < V_k(x(t_{k^{n-1}})) < \cdots < \tilde{\rho}_k \).

At the time of the switch to mode \( k \), therefore, \( x(t_{k^n}) \in \Omega_{\tilde{\rho}_k} \). From this point onwards, the DMPC is applied without any switching constraint, i.e., the constraint of Eq. 7.15g is removed. Since the DMPC at mode \( k \) is stabilizing, it follows that \( \limsup_{t \to \infty} |x(t)| \leq d^{\max} \). This completes the proof of Theorem 7.1.

**Remark 7.4.** The purpose of Theorem 7.1, is to clarify under appropriate assumptions which include I) existence of Lyapunov-based controllers corresponding to each mode that can asymptotically stabilize the closed-loop system at that switching mode, II) satisfaction of the prescribed switching schedule by the Lyapunov-based controllers, and III) picking appropriate finite prediction horizon according to Eq. 7.13, that the closed-loop system state under the DMPC of Eq. 7.15 is bounded in a final invariant set.

### 7.4 Distributed optimization considerations

In this section, we address the question of convergence of the solution of the distributed MPC to the one of the centralized MPC. It should be emphasized that for general nonlinear systems it is not possible to prove convergence of the iterations of the distributed MPC to the optimal centralized MPC cost at each sampling time due to the way the Lyapunov-based constraint of the centralized MPC is broken down into constraints imposed on the individual MPCs. However, under appropriate assumptions which include linear model, quadratic Lyapunov functions corresponding to each mode and an appropriate update rule in the DMPC iterations, it can be shown that the MPC optimization problem is convex and under a sufficiently large number of iterations, the optimal value of the objective function under the DMPC converges.
to the optimal value of the corresponding centralized MPC at each sampling time.

Specifically, we consider a class of switched, linear time-invariant systems with a state-space description of the form at mode $k \in \mathcal{I}$:

$$\dot{x}(t) = A_k x(t) + \sum_{i=1}^{m} B_i u_i(t)$$

(7.17)

where $A_k$ and $B_{ik}$ ($i = 1, \ldots, m$) are constant matrices with appropriate dimensions. We assume, in accordance with Assumption 7.1, that there exist a set of quadratic Lyapunov functions $V_k = x^T P_k x$, $\forall k \in \mathcal{I}$, where $P_k$, are positive definite matrices, and a set of explicit feedback controllers $u_{ik} = K_{ik} x$, where $K_{ik}$ is a constant coefficient matrix, meet the prescribed switching schedule defined in subsection 7.1.1. We also assume that the input used as the initial guess in the optimization problem of MPC at iteration $c + 1$ is computed according to the following expression

$$u_{jk}^c(\tau | t_k) = (1 - \bar{w}_{jk}) u_{jk}^{c-1}(\tau | t_k) + \bar{w}_{jk} u_{jk}^{*,c}(\tau | t_k)$$

(7.18)

where $\sum_{j=1}^{m} \bar{w}_{jk} = 1$ with $0 < \bar{w}_{jk} < 1$, $u_{jk}^{*,c}$ is the optimal solution of controller $j$ ($j = 1, \ldots, m$) at iteration $c$ and $u_{jk}^{c-1}$ is the input trajectory assumed by the rest of controllers for controller $j$ at iteration $c$ and mode $k$.

**Corollary 7.1.** Consider the switched, linear system of Eq. 7.17, assume that the conditions of Assumption 7.1 hold with $V_k = x^T P_k x$ and $u_{ik} = K_{ik} x$ and let the input to the optimization problem of MPC $i$ of Eq. 7.15 at mode $k$ (using $V_k = x^T P_k x$, $h_{ik} = K_{ik} x$ where $i = 1, \ldots, m$ and the linear model of Eq. 7.17) at iteration $c$ be defined according to Eq. 7.15. Let also $x(t_q) \in \Omega_{\tilde{\rho}_k}$. Then, if the iteration number $c \to \infty$, the optimal cost of the distributed optimization problem of Eqs. 7.15-7.18, at sampling time $t_q$ converges to the optimal cost of the corresponding centralized MPC.
Furthermore, if the corresponding centralized MPC asymptotically stabilizes the origin of the closed-loop system, the DMPC of Eq. 7.15 also asymptotically stabilizes the origin of the closed-loop system and the closed-loop cost of the DMPC converges to the one given by the centralized control system.

**Proof 7.3.** We first prove that the optimization problems for both the centralized and the distributed MPC are convex. Specifically, the optimization problem for the centralized MPC of Eq. 7.12 with \( V_k = x^TP_kx \) and \( h_{ik}(x) = K_{ik}x \) at sampling time \( t_q \) takes the following form:

\[
\min_{u_{1k}, \ldots, u_{mk} \in S(\Delta_k)} \int_0^{\tilde{\tau}} \left[ |\tilde{x}(\tau)|Q_{ck} + \sum_{i=1}^{m} |u_{ik}(\tau)|R_{ck} \right] d\tau 
\]

(7.19a)

s.t. \( \dot{\tilde{x}}(\tau) = A_k\tilde{x}(\tau) + \sum_{i=1}^{m} B_{ik}u_{ik} \)

(7.19b)

\( u_{ik}(\tau) \in U_{ik}, \ i = 1, \ldots, m \)

(7.19c)

\( \tilde{x}(0) = x(t_q) \)

(7.19d)

\[
\frac{\partial V_k(x(t_q))}{\partial x} B_{ik}u_{ik}(0) \leq \frac{\partial V_k(x(t_q))}{\partial x} B_{ik}K_{ik}x(t_q), \ i = 1, \ldots, m 
\]

(7.19e)

Specifically, the constraint of Eq. 7.19e takes the following form:

\[
V_f(x(t_{f_{w-1}})) - \epsilon^*, \ w > 1, \ V_f(x(t_{f_{w-1}})) > \rho_{\text{min}_f}
\]

\[
\rho_{\text{min}_f} \quad , \ w > 1, \ V_f(x(t_{f_{w-1}})) \leq \rho_{\text{min}_f}
\]

\[
\tilde{\rho}_f \quad , \ w = 1
\]

(7.19f)

Specifically, the constraint of Eq. 7.19e takes the following form:

\[
(u_{ik}(0))^T B_{ik}^TP_kx(t_q) + x(t_q)^TP_kB_{ik}u_{ik}(0)) 
\]

\[
\leq ((K_{ik}x(t_q))^T B_{ik}^TP_kx(t_q) + x(t_q)^TP_kB_{ik}K_{ik}x(t_q))
\]

(7.20)
which is linear in terms of \( u_{i_k} (i = 1, \ldots, m) \). If we take into account that the input trajectories are piece-wise constant and that

\[
\dot{x}(\tau) = e^{A\tau} x(t_q) + \int_0^\tau e^{A(\tau-s)} \sum_{i=1}^m (B_{i_k} u_{i_k}(s)) ds, \ \tau \in [0, \bar{T}] \ \ (7.21)
\]

and quadratic Lyapunov functions are used, it can be verified that all the constraints are convex in terms of the control inputs. Since \( U_{i_k} \) is also convex for \( i = 1, \ldots, m \), it can be concluded that the switched centralized MPC optimization problem of Eq. 7.19 is convex. Since the centralized MPC optimization problem for switched linear systems is convex and it has been initialized by a feasible solution \( h_{i_k}(x(t_q)) = K_{i_k} x(t_q) \) under Assumption 7.1 and the fact that \( x(t_q) \in \Omega_{\tilde{\rho}_k} \), it has a unique optimal solution \( u^*_k = (u^*_1, \ldots, u^*_m) \) which yields \( J(u^*_k) \) at sampling time \( t_q \), where \( J(\cdot) \) is the quadratic cost function of the optimization problem (See Eq. 7.19a). Following a similar argument, it can be proved that the DMPC optimization problem of MPC \( j \) \( (j = 1, \ldots, m) \) at mode \( k \) is also convex. Next, we prove that the optimal inputs and the cost of the distributed MPC converge to the ones of the centralized MPC at a fixed sampling time as \( c \to \infty \). The proof follows similar arguments to the proofs presented in [3, 92]. Defining \( u^c_k = (u^c_1, \ldots, u^c_m) \) and the cost function by \( J(u^c_k) \) at iteration \( c \) and mode \( k \) where the update rule is defined in Eq. 7.18 while considering the fact that

\[
u^{c+1}_k = \tilde{w}_1 (u^c_1, u^c_2, \ldots, u^c_m) + \cdots + \tilde{w}_m (u^c_1, \ldots, u^c_{m-1}, u^c_m) \ \ (7.22)
\]
we can obtain
\[
J(u^{c+1}_k) = J(\tilde{w}_1(u^{c+1}_{1_k}, u^{c}_{2_k}, \ldots, u^{c}_{m_k}) + \cdots + \tilde{w}_m(u^c_{1_k}, \ldots, u^c_{(m-1)_k}, u^{c+1}_{m_k}))
\]
\[
< \tilde{w}_1 J(u^{c+1}_{1_k}, u^{c}_{2_k}, \ldots, u^{c}_{m_k}) + \cdots + \tilde{w}_m J(u^c_{1_k}, \ldots, u^c_{(m-1)_k}, u^c_{m_k})
\]
\[
\leq \tilde{w}_1 J(u^c_{1_k}, u^c_{2_k}, \ldots, u^c_{m_k}) + \cdots + \tilde{w}_m J(u^c_{1_k}, \ldots, u^c_{(m-1)_k}, u^c_{m_k})
\]
\[
= J(u^c_k)
\]
(7.23)

where the first inequality is the result of strict convexity of the cost function $J(\cdot)$ and the second one arises from optimality of the control inputs $u^{c,c}_{i_k}$ at iteration $c$ where $i = 1, \ldots, m$. So, through iterations over a fixed sampling time, the value of the cost function decreases. Since the cost function is positive definite and strictly convex and it is bounded from above by the value achieved by the Lyapunov-based controller, we can conclude that the value of the cost function converges to some value $\bar{J}$ as $c \to \infty$. Since the cost function $J(\cdot)$ is strictly convex and the level sets of the cost function are compact, there is a limit point $\tilde{u}_k = (\tilde{u}_{1_k}, \ldots, \tilde{u}_{m_k})$ where $\bar{J} = J(\tilde{u}_k)$. We choose an index set $Z \subset \{0, 1, 2, \ldots\}$ such that the sequence $\{u^z_k\}_{z \in Z}$ converges to $\tilde{u}_k$.

Furthermore, all iterations $u^z_k$ are in the intersection of $U_{1_k} \times U_{2_k} \times \ldots U_{m_k}$, where $\times$ denotes cartesian product, and the level set $J \leq J(u^0_k)$. Thus, $\lim_{z \in Z, z \to \infty} J(u^z_k) = \bar{J}$.

Note that the optimal solution $u^*_k$ of the centralized problem of Eq. 7.19 is also a feasible solution to the DMPC problem. Subsequently, we prove that if $c \to \infty$, then $\tilde{u}_k \to u^*_k$. Using contradiction, assume $\tilde{u}_k \neq u^*_k$. Since $J(\cdot)$ is a strict convex function we can write
\[
\nabla J(\tilde{u}_k)^T (u^*_k - \tilde{u}_k) \leq J(u^*_k) - J(\tilde{u}_k) \equiv \Delta J(u_k) < 0
\]
(7.24)

From Eq. 7.24 and using contradiction, if we define
\[
\Delta u^*_i = (0, \ldots, 0, (u^*_i - \tilde{u}_i)^T, 0)
\]
(7.25)
where $\mathbf{0}$ are vector columns of zeros with appropriate dimensions, it can be easily shown that the following equation is satisfied for at least one $i$ where $i = 1, \ldots, m$

$$\nabla J(\tilde{u}_k)^T \Delta \tilde{u}_i^* \leq \frac{\Delta J(u_k)}{m} < 0 \quad (7.26)$$

Suppose it holds for $i = 1$. Using Taylor’s expansion around $\tilde{u}_k$ for $\epsilon_k \in (0, 1)$, $\delta_k \in (0, \epsilon)$, $c \rightarrow \infty$ and taking advantage of Eq. 7.26, we can write

$$J(\tilde{u}_1 + \epsilon_k(u_1^* - \tilde{u}_1), \tilde{u}_2, \ldots, \tilde{u}_m) = J(\tilde{u}_k) + \epsilon_k \nabla J(\tilde{u}_k)^T \Delta \tilde{u}_1^* + \frac{1}{2} \epsilon_k^2 \Delta \tilde{u}_1^T \nabla^2 J(\tilde{u}_1 + \epsilon_k(u_1^* - \tilde{u}_1), \tilde{u}_2, \ldots, \tilde{u}_m) \Delta \tilde{u}_1^* \leq J(\tilde{u}_k) + \frac{\epsilon_k}{m} \Delta J(u_k) + \varsigma_k \epsilon_k^2$$

if $\epsilon_k$ is small enough such that $\frac{\epsilon_k}{m} \Delta u_k + \varsigma_k \epsilon_k^2$ is negative (this is always possible since $\Delta J(u_k) < 0$) and $\varsigma_k$ is independent of $c$ and $\epsilon_k$. Since the iterative algorithms converges to $J(\tilde{u}_k)$ we can write

$$J(\tilde{u}_k) = \lim_{c \rightarrow \infty} J(u_{1_k}^*, u_{2_k}^*, \ldots, u_{m_k}^*) \quad (7.28)$$

Also, from optimality of $u_{1_k}^*$, if $c \rightarrow \infty$, we can obtain

$$\lim_{c \rightarrow \infty} J(u_{1_k}^*, u_{2_k}^*, \ldots, u_{m_k}^*) \leq J(\tilde{u}_{1_k} + \epsilon_k(u_1^* - \tilde{u}_1), \tilde{u}_2, \ldots, \tilde{u}_m) \quad (7.29)$$

It should be emphasized that for $c \rightarrow \infty$, $u_{i_k}^c \rightarrow \tilde{u}_{i_k}$ where $i = 1, \ldots, m$. Considering
Eqs. 7.27-7.29, we can obtain

\[
J(\tilde{u}_k) = \lim_{c \to \infty} J(u_1^{*c}, u_2^{c}, \ldots, u_m^{c}) \\
\leq J(\tilde{u}_{1k} + \epsilon_k(u_1^{*k} - \tilde{u}_{1k}), \tilde{u}_{2k}, \ldots, \tilde{u}_{mk}) \\
< \tilde{J}(\tilde{u}_k)
\]  

(7.30)

Therefore, \( J(\tilde{u}_k) < J(\tilde{u}_k) \) which is a contradiction. Therefore, the assumption \( \tilde{u}_k \neq u_1^{*k} \) was not true. It can be concluded that \( \tilde{u}_k = u_1^{*k} \) when \( c \to \infty \) and \( J(\tilde{u}_k) = J(u_1^{*k}) \). If \( x(t_q) \in \Omega_{\rho_k} \) and the centralized MPC can asymptotically stabilize the origin of the closed-loop system, using the above arguments recursively for each sampling time, if \( c \to \infty \) for each sampling time, it follows that the DMPC also asymptotically stabilizes the origin of the closed-loop system and the closed-loop cost converges to the one given by the centralized control system.

### 7.5 Application to a chemical process network

The process considered in this study is a three vessel, reactor-separator system consisting of two continuously stirred tank reactors (CSTRs) and a flash tank separator shown in Figure 7.1 [15]. The operation schedule requires switching between two available inlet streams consisting of pure reactant at different flow rates, concentrations and temperatures. At mode \( \sigma = \{1, 2\} \) a feed stream to the first CSTR \( F_{10, \sigma} \) contains the reactant \( A \) which is converted into the desired product \( B \). The effluent of the first CSTR along with additional fresh feed \( F_{20, \sigma} \) makes up the inlet to the second CSTR. The reactions \( A \to B \) and \( A \to C \) (referred to as 1 and 2, respectively; \( C \) is an undesired product) take place in the two CSTRs in series before the effluent from CSTR 2 is fed to a flash tank. The overhead vapor from the flash tank is condensed.
and recycled to the first CSTR, and the bottom product stream is removed. A small portion of the overhead is purged before being recycled to the first CSTR. All the three vessels are assumed to have static holdup. The dynamic equations describing the behavior of the system at mode $\sigma$, obtained through material and energy balances under standard modeling assumptions, can be found in [15]. Each of the tanks has an external heat input/removal actuator. The model of the flash tank separator is derived under the assumption that the relative volatility for each of the species remains constant within the operating temperature range of the flash tank. This assumption allows calculating the mass fractions in the overhead based upon the mass fractions in the liquid portion of the vessel. It has also been assumed that there is a negligible amount of reaction taking place in the separator. The process model (system of non-linear ordinary differential equations) is numerically simulated using standard Euler integration method.

This process is divided into three subsystems corresponding to the first CSTR, the second CSTR and the separator, respectively. For the three subsystems, we will refer to them as subsystem 1, subsystem 2 and subsystem 3, respectively. The state of subsystem 1 is defined as the deviations of the temperature and species concentrations in the first CSTR from the desired, operating steady-state; that is,
\[ x_T^T = [T_1 - T_{1s_\sigma} C_{A1} - C_{A1s_\sigma} C_{B1} - C_{B1s_\sigma} C_{C1} - C_{C1s_\sigma}]^T \] for the system at mode \( \sigma \).

Similarly, we define the state of subsystems 2 and 3. Accordingly, the state of the whole process is defined as a combination of the states of the three subsystems; that is, \( x^T = [x_T^T \ x_2^T \ x_3^T] \).

The process has one unstable and two stable steady states. The control objective is to regulate the process at the unstable steady-state \( x_{s_2} \) corresponding to the operating point defined by \( Q_{1s} = Q_{2s} = Q_{3s} = 0 \ \text{KJ/hr} \) (which are the same for both process operating modes), respectively. The values of the operating steady-states corresponding to each mode are shown in Tables 7.1 and 7.2. Each of the tanks has an external heat input which is the control input associated with each subsystem, that is, \( u_{1\sigma} = Q_1 - Q_{1s}, \ u_{2\sigma} = Q_2 - Q_{2s} \) and \( u_{3\sigma} = Q_3 - Q_{3s} \) for \( \sigma = 1, 2 \). For mode 1 the inputs are subject to constraints as follows: \( |u_{11}| \leq 1.5 \times 10^5 \ \text{KJ/hr}, \ |u_{21}| \leq 1.5 \times 10^5 \ \text{KJ/hr}, \) and \( |u_{31}| \leq 2 \times 10^5 \ \text{KJ/hr} \) while in mode 2 \( |u_{12}| \leq 10^5 \ \text{KJ/hr}, \ |u_{22}| \leq 10^5 \ \text{KJ/hr}, \) and \( |u_{32}| \leq 1.33 \times 10^5 \ \text{KJ/hr} \). Three distributed MPC controllers (controller 1, controller 2 and controller 3) will be designed to manipulate each one of the three inputs in the three subsystems, respectively. Furthermore, we assume that the system state, \( x \), is available at synchronous time instants \( t_q = q\Delta, \ q = 0, 1, \ldots, \) with \( \Delta = 0.001 \ \text{hr} = 3.6 \ \text{sec} \) to all the controllers. The process model belongs to the following class of nonlinear systems:

\[ \dot{x}(t) = f_{\sigma}(x(t)) + \sum_{i=1}^{3} g_{i\sigma}(x(t))u_{i\sigma}(t) \]

where the explicit expressions of \( f_{\sigma}, g_{i\sigma} \ (i = 1, 2, 3 \text{ and } \sigma = \{1, 2\}) \), are omitted for brevity.

In the simulations, we consider a quadratic Lyapunov function \( V_{\sigma}(x) = x^TP_{\sigma}x \) with \( P_1 = \text{diag}([10^3 \ 10^3 \ 10^3 \ 20 \ 10^3 \ 10^3 \ 10^3 \ 10^3 \ 10^3 \ 10^3]) \) and \( P_2 = \text{diag}([10 \ 10^3 \ 10^3 \ 10^3 \ 10^3 \ 10^3 \ 10^3 \ 10^3 \ 10^3 \ 10^3]) \)
Table 7.1: Steady-state values for \( x_{s_1} \).

| \( C_{A1s_1} \) | 3.31 \( \text{kmol/m}^3 \) | \( C_{A2s_1} \) | 2.75 \( \text{kmol/m}^3 \) | \( C_{A3s_1} \) | 2.88 \( \text{kmol/m}^3 \) |
| \( C_{B1s_1} \) | 0.17 \( \text{kmol/m}^3 \) | \( C_{B2s_1} \) | 0.45 \( \text{kmol/m}^3 \) | \( C_{B3s_1} \) | 0.50 \( \text{kmol/m}^3 \) |
| \( C_{C1s_1} \) | 0.04 \( \text{kmol/m}^3 \) | \( C_{C2s_1} \) | 0.11 \( \text{kmol/m}^3 \) | \( C_{C3s_1} \) | 0.12 \( \text{kmol/m}^3 \) |
| \( T_{1s_1} \) | 369.53[K] | \( T_{2s_1} \) | 435.25[K] | \( T_{3s_1} \) | 435.25[K] |

Table 7.2: Steady-state values for \( x_{s_2} \).

| \( C_{A1s_2} \) | 3.32 \( \text{kmol/m}^3 \) | \( C_{A2s_2} \) | 2.69 \( \text{kmol/m}^3 \) | \( C_{A3s_2} \) | 2.91 \( \text{kmol/m}^3 \) |
| \( C_{B1s_2} \) | 0.34 \( \text{kmol/m}^3 \) | \( C_{B2s_2} \) | 0.70 \( \text{kmol/m}^3 \) | \( C_{B3s_2} \) | 0.85 \( \text{kmol/m}^3 \) |
| \( C_{C1s_2} \) | 0.08 \( \text{kmol/m}^3 \) | \( C_{C2s_2} \) | 0.17 \( \text{kmol/m}^3 \) | \( C_{C3s_2} \) | 0.20 \( \text{kmol/m}^3 \) |
| \( T_{1s_2} \) | 370.98[K] | \( T_{2s_2} \) | 429.65[K] | \( T_{3s_2} \) | 429.64[K] |

10^3 \( 10^3 \) \( 10^3 \) \( 10^3 \) \( 10^3 \) \( 10^3 \) \( 10^3 \)). We design the Lyapunov-based controller \( h_\sigma(x) \) following the continuous bounded control law design [58, 18] as follows:

\[
    u_\sigma = [u_{1,\sigma} \ u_{3,\sigma} \ u_{3,\sigma}]^T = h_\sigma(x) = -p_\sigma(x)(L_{G_\sigma}V_\sigma)^T \tag{7.31}
\]

where

\[
    p_\sigma(x) = \begin{cases} 
        \frac{L_{f_\sigma}V_\sigma + \sqrt{(L_{f_\sigma}V_\sigma)^2 + (u_{\max} L_{G_\sigma}V_\sigma^T)^2}}{|L_{G_\sigma}V_\sigma^T|^2 \left(1 + \sqrt{1 + (u_{\max} |L_{G_\sigma}V_\sigma^T|)^2}\right)}, & L_{G_\sigma}V_\sigma \neq 0 \\
        0, & L_{G_\sigma}V_\sigma = 0 
    \end{cases}
\]

with \( L_{f_\sigma}V_\sigma = \frac{\partial V_\sigma}{\partial x} f_\sigma(x) \) and \( L_{G_\sigma}V_\sigma = \frac{\partial V_\sigma}{\partial x} G_\sigma(x) \) where \( G_\sigma = [g_{1,\sigma} \ g_{2,\sigma} \ g_{3,\sigma}] \) being the Lie derivatives of the scalar function \( V_\sigma \) with respect to \( f_\sigma \) and \( G_\sigma \), respectively.

To estimate the stability region \( \Omega_{\tilde{\rho}_\sigma} \), extensive simulations were carried out to get an estimate of the region of the closed-loop system under Lyapunov-based control \( h_\sigma(x) \) where the time-derivative of the Lyapunov function is negative, and then \( \Omega_{\tilde{\rho}_\sigma} \) is defined as a level set of the Lyapunov function \( V_\sigma(x) \) embedded within this region.

To carry out the closed-loop performance evaluation, we have computed the total cost of each simulation based on an index of the following form:
\[ J = \sum_{i=0}^{M} \left[ x(t_i)^T Q_{c_1} x(t_i) + \sum_{j=1}^{3} u_{j(x)}(t_i)^T R_{c_j} u_{j(x)}(t_i) \right] \]  

(7.32)

where \( t_0 = 0 \) is the initial time of the simulations, \( t_M = 0.1 \) hr is the end time of the simulations and \( t_{i+1} = t_i + \Delta \) for \( i = 0, 1, \ldots \). In the design of the controllers, the weighting matrices are chosen to be \( Q_{c_1} = Q_{c_2} = \text{diag}([10 10^3 10^3 10^3 10^3 10 10^3 10^3 10^3]) \) and \( R_{1_1} = R_{2_1} = R_{3_1} = R_{1_2} = R_{2_2} = R_{3_2} = 10^{-8} \). We set the number of iterations between controllers \( c_{\text{max}} = 2 \). The simulations were carried out using Java programming language in a Pentium 3.20 GHz computer. The optimization problems in MPC were solved using the open-source interior point optimizer Ipopt.

We first carried out simulations to illustrate that the Lyapunov-based controller and the centralized MPC scheme achieve practical closed-loop stability in each mode of operation, respectively. Figures 7.2 and 7.3 show the Lyapunov function trajectory in the closed-loop system under the Lyapunov-based controller implemented in a sample-and-hold-fashion and the centralized MPC scheme at mode one and two, respectively. As it can be seen from these two figures, both control schemes at each mode achieve practical closed-loop stability, while the centralized MPC requests more aggressive moves to steer the closed-loop system state to the origin. From a closed-loop performance point of view, the centralized MPC outperforms the Lyapunov-based controller by 30% at mode one and 28% at mode two, respectively.

As a scheduling policy, we assume that at time \( t = 0.004 \) hr, the process switches from mode 1 to mode 2. It should be emphasized that after the system enters mode 2, it stays there until the end of the simulation time \( (t_f = 0.1 \) hr), and the MPC/DMPC of mode 2 is used. Figure 7.4 compares the Lyapunov function trajectory of the closed-loop system under the Lyapunov-based controller implemented in a sample-and-hold fashion, the centralized MPC of Eq. 7.12 and the DMPC of Eq. 7.15 for a given
Figure 7.2: Lyapunov function trajectory of the closed-loop system under the implementation of the Lyapunov-based controller (dashed-dotted line) in a sample-and-hold fashion and of the centralized MPC (solid line) at mode one.

Figure 7.3: Lyapunov function trajectory of the closed-loop system under the implementation of the Lyapunov-based controller (dashed-dotted line) in a sample-and-hold fashion and of the centralized MPC (solid line) at mode two.
switching policy, respectively. It illustrates that the Lyapunov-based controller can meet the given schedule by steering the closed-loop system state to the stability region of mode 2 at the time of the switch. So, for the given switching policy, the Lyapunov-based controller provides a feasible solution. Figure 7.4 shows the Lyapunov function trajectory of the closed-loop system under the implementation of the centralized MPC scheme subject to the switching constraint. As it can be seen from Figure 7.4, the MPC (both centralized and distributed) design enforces the appropriate constraint to steer the closed-loop system state at mode 1 to the stability region of mode 2 at the time of the switch. In Figure 7.4, the Lyapunov function is computed for each mode, independently. It should be emphasized that the MPC designs require more aggressive control actions to enter the stability region of mode 2 and subsequently stabilizing the plant compared to the Lyapunov-based controller, which yields improvement in terms of closed-loop performance.
Figure 7.5: State trajectories of the closed-loop system under the implementation of the DMPC system of Eq. 7.15.

Figures 7.5 and 7.6 depict the state and manipulated inputs in the closed-loop system under the DMPC design of Eq. 7.15 subject to the same switching schedule, respectively. Figure 7.5 shows the deviation of the state trajectories from their corresponding steady-state values at each mode. As it can be seen in these figures, the proposed DMPC design enforces the appropriate constraints to steer the closed-loop system state to the stability region of mode two at the time of the switch and subsequently, achieves practical closed-loop stability. From a closed-loop performance point of view based on Eq. 7.32, the centralized MPC formulation of Eq. 7.12 yields 236447.02 in cost function value $J$ while the DMPC design of Eq. 7.15 yields 236446.87. Therefore, the DMPC achieves nearly the centralized MPC closed-loop performance.

Finally, we compare centralized MPC and DMPC from a control action evaluation time point of view. We set the horizon of MPC to $N = 30$. We compute the average evaluation time of the MPC formulation at mode 1 (40 times) which includes the switching constraint and the MPC after we switch to mode 2 (960 times) in both
centralized and DMPC formulations. For the DMPC design, we add the simulation time of two iterations and since the three controllers optimize in parallel, we consider the maximum time of the computational time of the distributed controllers as the computational time of the DMPC. The result indicates that for mode 1 there is an almost 36% improvement (max{104.18, 38.27, 164.29} seconds vs. 259.50 seconds) and for mode 2 there is an almost 39% improvement (max{31.70, 32.99, 37.68} seconds vs. 63.41 seconds) in computational time when we utilize the DMPC framework compared to the centralized MPC while the closed-loop performance remains nearly the same.

7.6 Conclusions

This chapter focused on the design of DMPC systems for a class of switched nonlinear systems subject to a prescribed switching policy. Under appropriate stabilizability assumptions, the proposed DMPC systems ensure closed-loop stability and satisfaction of the switching policy. Convergence of the DMPC optimal solution to the corresponding centralized MPC optimum was established for the linear case. A chemical process network example was used to demonstrate the proposed DMPC design method.
Chapter 8

Conclusions and Future Research Directions

This dissertation presented Lyapunov-based economic and distributed model predictive control (MPC) schemes for nonlinear systems and demonstrated their applicability and effectiveness using various chemical process examples.

8.1 Summary

Specifically, Chapter 2 developed Lyapunov-based economic model predictive control (LEMPC) designs which are capable of optimizing closed-loop performance with respect to general economic considerations for nonlinear systems. First, we considered nonlinear systems with synchronous measurement sampling and uncertain variables, and designed an LEMPC via Lyapunov-based techniques. The proposed LEMPC design has two different operation modes. The first operation mode corresponds to the period in which the cost function should be optimized; and in this operation mode, the LEMPC maintains the closed-loop system state within the stability region and
optimizes the cost function to its maximum extent. The second operation mode corre-
sponds to operation in which the system is driven by the LEMPC to an appropriate
steady-state. Subsequently, we extended the results to nonlinear systems subject to
asynchronous and delayed measurements and uncertain variables. In both LEMPC
designs, suitable constraints were incorporated to guarantee that the closed-loop sys-
tem state is always bounded in the stability region and is ultimately bounded in
small regions containing the origin. The theoretical results were illustrated through
a chemical process example.

In Chapter 3, we designed an estimator-based economic MPC (EMPC) for the
class of full-state feedback linearizable nonlinear systems. A high-gain observer is used
to estimate the nonlinear system state using output measurements and a Lyapunov-
based approach is adopted to design the EMPC that uses the observer state estimates.
It was proved, using singular perturbation arguments, that the closed-loop system is
practically stable provided the observer gain is sufficiently large. A chemical process
element example was used to demonstrate the ability of the state estimation-based economic
MPC to achieve time-varying process operation that leads to a superior cost perform-
ance metric compared to steady-state operation using the same amount of reactant
material.

Chapter 4 focused on the design of LEMPC algorithms for a class of nonlinear
systems which are capable of optimizing closed-loop performance with respect to a
general objective function that may directly address economic considerations. Under
appropriate stabilizability assumptions, the proposed LEMPC designs very often dic-
tate time-varying operation to optimize an economic (typically non-quadratic) cost
function in contrast to conventional Lyapunov-based MPC (LMPC) designs which
typically include a quadratic objective function and regulate a process at a steady-
state. The proposed LEMPC algorithms took advantage of the solution of auxiliary LMPC problems at different sampling times to incorporate appropriate economic cost and control action-based constraints in the LEMPC formulations and ensure improved performance, measured by the desired economic cost, with respect to conventional LMPC. A chemical process example was used to demonstrate the proposed LEMPC algorithms.

In Chapter 5, we proposed a DMPC design for nonlinear systems taking into account explicitly communication disruptions (i.e., data losses and channel noise) between the distributed controllers. In the proposed DMPC architecture, one of the distributed controllers is responsible for ensuring closed-loop stability while the rest of the distributed controllers communicate and cooperate with the stabilizing controller to further improve the closed-loop performance. To determine if the data transmitted through the communication channel is reliable or not, feasibility problems were incorporated in the DMPC design and based on the result of these feasibility problems, the transmitted information was accepted or rejected by the stabilizing MPC. In order to ensure the stability of the closed-loop system under communication disruptions, each distributed controller utilized a stability constraint which is based on a suitable Lyapunov-based controller. The proposed DMPC system possesses an explicit characterization of the closed-loop system stability region and guarantees that the closed-loop system is ultimately bounded in an invariant set which contains the origin. The theoretical results were demonstrated through a nonlinear chemical process example.

In Chapter 6, we designed a DMPC system using multirate sampling for large-scale nonlinear uncertain systems composed of several coupled subsystems. In the proposed control architecture, the controllers were designed via LMPC techniques.
taking into account bounded measurement and communication noise and process
disturbances. Sufficient conditions under which the state of the closed-loop system is
ultimately bounded in an invariant region containing the origin were derived. Finally,
the applicability and performance of the proposed DMPC scheme were demonstrated
through a nonlinear chemical process example.

Chapter 7 focused on the design of DMPC systems for a class of switched nonlinear
systems subject to a prescribed switching policy. Under appropriate stabilizability
assumptions, the proposed DMPC systems ensure closed-loop stability and satisfac-
tion of the switching policy. Convergence of the DMPC optimal solution to the
corresponding centralized MPC optimum was established for the linear case. A chem-
ical process network example was used to demonstrate the proposed DMPC design
method.

8.2 Future Research Work

Based on previous chapters, the research work in this dissertation can be extended in
the broad areas of economic and distributed control of nonlinear systems. Specifically,
some of the main directions for future research directions include:

- Cooperative and distributed control using networks
- Monitoring and reconfiguration of cooperative, distributed control systems
- Distributed state estimation
- Economic MPC of singularly perturbed systems

In the first direction, the research efforts will focus on the development of net-
worked cooperative, distributed control schemes for nonlinear systems. Specifically,
the following topics will be considered. First, the multirate distributed MPC scheme
developed in Chapter 6 will be extended to take into account asynchronous and
delayed measurements. This extension is rather direct from a theory standpoint but it is
very important from an application point of view. The model of the system is utilized
to estimate the current state (which will be used in the design of the distributed MPC
controllers) when delays are involved and design the controllers to use last evaluated
input trajectories when measurements are not available at a time due to asynchronous
samplings. A Lyapunov-based stability constraint will also be incorporated to each
distributed controller to ensure the closed-loop stability. Moreover, network traffic
and field interference may cause data package dropouts and data transmission delays.
In order to deal with such kind delays and data losses in the communication, not only
the distributed controllers needs to be carefully designed, but the network topology
should be also carefully designed at the same time. It needs to scan the most com-
mon used network protocols in field and based on their properties, knowledge from
topology and game theory will be applied in the design of the network topology for
the distributed control system. At the same time, the distributed controllers will be
designed to cooperate to achieve the closed-loop stability and improve the closed-
loop performance. Furthermore, multirate distributed control system with output
feedback will also be considered. For a distributed controller in a large-scale control
system, it may not have access to all the measurements and the state measurement of
the process may be not available. In the design of the distributed controllers, we need
to take into account that different controllers may have access to different parts of
measurements. There are different approaches to address this problem. One approach
is to design a different observer for each controller, and an alternative is to design a
centralized observer and the observer sends the observed state to all the distributed
controllers. Both the approaches can be considered in the future research and they
will be compared extensively from performance and computational complexity points of view.

In the second direction, future research will address the design of systems to monitor cooperative, distributed control systems and the design of strategies to reconfigure the control systems. From the point of view of monitoring, the coupling and interaction between cooperative, distributed control systems make the design of such systems and residuals and their evaluation more challenging than in conventional control systems based on centralized architectures. The occurrence of asynchronous behavior and delays in the measurement sampling further complicates the design of the monitoring systems. In the context of cooperative, distributed control, the problem of designing systems which can detect and isolate the presence of actuator/sensor/controller failures has received no attention. We plan to investigate an approach that unites model-based and data-based approaches for the design of monitoring systems. The information available through the model structure will be used to aid the task of building model-based and data-based monitoring systems. The overall reliability of the plant is strongly dependent on the phenomenon of fault propagation where the occurrence of an actuator/process fault in some part of the plant puts the system in a working mode in which other faults are more likely to happen elsewhere, thus increasing the likelihood of a plant-wide failure. Compared to centralized control systems, monitoring of cooperative, distributed control systems has received little attention. In a cooperative, distributed control system, if an actuator fault occurs, it is possible to carry out fault handling in some cases without activating a backup control loop. This is because the function of the actuator may be possible to be complemented by the other remaining actuators with acceptable loss of overall closed-loop performance. The future research focuses on deriving the conditions under which actuator fault handling can be carried out without backup control
loops and studying how the remaining cooperative, distributed controllers should be reconfigured.

In the third direction, future research will focus on the development of distributed state estimation methods for nonlinear systems. Traditionally, state estimation for control system design purpose is usually studied within a centralized framework in which only one centralized observer is designed to estimate all the unknown system states. However, for large-scale systems, it may not be feasible to design a centralized state observer to estimate the system states based on available output measurements. This is because that: 1) the computational complexity of a centralized observer increases significantly with the increase of the number of unknown states, and 2) the difficulties in the management of the model used in the observer increase when the number of states and equations involved in the model increase. In the control, especially distributed control of large-scale nonlinear systems, distributed state estimation based on sensor networks is of great importance, however, little attention has been given to this problem in the literature. In the design of distributed state estimation systems, it needs to take into account the observability and stability of the system, and the computational complexity of the observers. Future research would focus on studying the problem of distributed state estimation based on the concept of moving horizon estimation. This approach has the following advantages: 1) the observer is optimal because a well-designed optimization problem must be solved online at each sampling time; 2) the convergence of the distributed state observers can be guaranteed in a deterministic fashion; and 3) different constraints on the system states and inputs can be taken into account, which is common in receding horizon approaches in control and estimation.
Recently, we studied MPC of nonlinear singularly perturbed systems in the context of fast-slow MPC design. Please refer to [9, 13, 11, 14, 12] for a detailed description of the proposed control schemes. In the forth direction, economic optimization aspects of two time scale nonlinear systems as well as closed-loop stability analysis can be addressed by taking advantage of the proposed methods in Chapters 2, 3 and 4 and the singular perturbation framework.
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