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ABSTRACT

Panagiotis D. Christofides 

N um ber of words: 291

All chemical engineering processes are inherently nonlinear. In addition to non­

linear nature, many chemical engineering processes are characterized by multiple- 

time-scale behavior and spatial variations. The m athem atical models of chemical en­

gineering processes are typically obtained from the dynam ic conservation equations 

and consist of systems of nonlinear Ordinary Differential Equations (ODEs) and non­

linear Partial Differential Equations (PDEs). However, no m athem atical model can 

precisely predict the dynamic behavior of a real process: there is always uncertainty. 

Model uncertainty is typically due to disturbances and unknown process parameters.

In the last decade, significant progress has been m ade towards the development 

of nonlinear control methods for systems of nonlinear ODEs. Differential geometry 

has proven to be a natural framework for the analysis and control of such systems. 

Within this framework, basic control problems, including the modification of the 

input/ou tpu t behavior, the elimination of measurable disturbances, and the atten­

uation of unmeasured disturbances and unknown param eters have been successfully 

addressed. Although geometric control methods may lead to satisfactory control qual­

ity in nonlinear processes without time-scale multiplicity, they usually lead to poor 

performance in processes where multiple-time-scale behavior is present. Furthermore, 

few results are available for the synthesis of nonlinear controllers for nonlinear PDE 

systems. The need to develop control methods for nonlinear two-time-scale ODE 

systems and nonlinear PDE systems has been well-recognized both by industry and 

academia.
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M otivated by the above, this doctoral thesis presents a general framework for the 

synthesis of nonlinear controllers for nonlinear two-time-scale ODE system s and non­

linear PDE systems that systematically addresses the problems of modification of the 

in p u t/o u tp u t behavior, elimination of measurable disturbances, and attenuation  of 

unmeasured disturbances and unknown param eters. The proposed control algorithms 

are applied to industrially im portant chemical processes.
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Chapter 1

Introduction

All chemical engineering processes are inherently nonlinear. Nonlinearities arise from 

complex reaction mechanisms, Arrhenius dependence of reaction rates on tem per­

ature. empirical correlations, etc. In addition to nonlinear nature, many chemical 

engineering processes are characterized by multiple-time-scale behavior and spatial 

variations. M ultiple-time-scale behavior typically arises from the presence of signif­

icantly different residence times and large m ass/therm al capacitances, while spatial 

variations are due to the underlying convective, diffusive and dispersive phenomena. 

The m athem atical models of chemical processes are typically obtained from the dy­

namic conservation equations and consist of systems of nonlinear Ordinary Differential 

Equations (ODEs) and nonlinear Partial Differential Equations (PDEs).

Motivated by the inherently nonlinear nature of physical and chemical processes, in 

the last decade, a flourishing research activity has emerged towards the development 

of feedback control m ethods for nonlinear ODE systems. Differential geometry has 

proven to be a natural framework for the analysis and control of such systems. W ithin 

this framework, key aspects of nonlinear dynamics and im portant control-theoretic 

properties have been well-understood. Furthermore, basic control problems, includ­

ing the modification of the input/ou tpu t behavior, the elimination of measurable

1
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disturbances, and the attenuation of unmeasured disturbances and unknown param ­

eters have been successfully addressed. Im plem entations of the developed control 

algorithms on industrial processes have been also reported. Excellent surveys of both 

theoretical and application papers in this area can be found in [IsiS9. NvdS90. KA91]. 

Although geometric control methods may lead to satisfactory control quality in non­

linear processes without time-scale multiplicity, they usually lead to poor performance 

in processes where multiple-time-scale behavior is present. Specifically, it is well- 

established tha t a direct application of these m ethods to two-time-scale systems may 

lead to controller ill-conditioning or even to closed-loop instability [KK086].

Two-time-scale ODE systems have been prim arily studied within the m athematical 

framework of singular perturbations. W ithin this framework, stability issues and geo­

m etric properties of nonlinear two-time-scale systems have been analyzed and optimal 

control algorithms have been proposed [SK84. Fen79. KK0S6]. However, a controller 

synthesis framework for nonlinear two-time-scale ODE systems tha t addresses the ba­

sic problems of modification of the inp u t/o u tp u t behavior, elimination of measurable 

disturbances, and attenuation of unmeasured disturbances and unknown parameters 

is still lacking.

On the other hand, the conventional approach to the control of PDEs involves the 

discretization of the original PDE model in space followed by the application of control 

methods for ODEs. Although this approach may lead to satisfactory control quality 

in processes with mild spatial variations, it usually leads to poor performance in 

processes where the spatially varying nature is very strong. This realization motivated 

research on the development of distributed control algorithms for linear PDEs that 

directly account for their spatially varying nature. The literature on distributed 

control of linear PDEs is really extensive. Excellent surveys of both theoretical and 

application papers on this topic can be found in [RayTS, Bal82, Keu93]. However, 

the range of applicability and the efficiency of linear control methods are significantly

2
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restricted by the presence of severe nonlinearities in chemical processes.

PDEs are typically classified in two broad categories: a) hyperbolic PDEs which 

adequately describe convection-reaction processes, and b) parabolic PDEs which nat­

urally model diffusion-convection-reaction processes. The distinct feature of first- 

order hyperbolic PDEs is th a t all the eigenmodes of the spatial differential operator 

contain the same or nearly the same amount of energy, and thus an infinite number 

of modes is required to accurately describe their dynamic behavior. This property 

prohibits the application of modal decomposition techniques to derive ODE models 

th a t approxim ately describe the dynamics of the PDE system  and suggests address­

ing the control problem on the basis of the infinite dimensional model. Following 

this approach, distributed control algorithms have been developed employing opti­

mal control and sliding-mode control. However, there does not exist a framework 

for the synthesis of nonlinear distributed controllers for quasi-linear hyperbolic PDE 

systems th a t addresses the problems of modification of the inp u t/o u tp u t behavior, 

elim ination of measurable disturbances, and attenuation of unmeasured disturbances 

and unknown parameters.

In contrast to hyperbolic PDEs, parabolic PDEs are characterized by a finite- 

num ber of dom inant modes, which implies that their dynamic behavior can be ap­

proxim ately described by ODE systems tha t can be used for controller design. Mo­

tivated by this, the standard approach to the control of parabolic PDEs involves the 

application of Galerkin's method to the PDE system to derive ODE systems that 

approxim ate the PDE system, which are subsequently used as the basis for controller 

synthesis. The main disadvantage of this approach is tha t the number of modes that 

should be retained to derive an ODE model that yields the desired degree of approx­

imation may be very large, leading to high dimensionality of the controller, and thus, 

to implementation problems.

This doctoral thesis presents a general framework for the synthesis of nonlinear

3
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controllers for nonlinear two-time-scale ODE systems, and nonlinear hyperbolic and 

parabolic PDE systems that systematically addresses the problems of modification 

of the inpu t/ou tpu t behavior, elimination of measurable disturbances, and attenu­

ation of unmeasured disturbances and unknown parameters. The proposed control 

algorithm s are applied to industrially im portant chemical processes.

The first volume of the thesis is organized as follows. Chapter 2 addresses the prob­

lem of synthesizing well-conditioned feedback controllers for two-time-scale nonlinear 

ODE systems tha t modify the inpu t/ou tpu t behavior in a desired way. Singular per­

tu rbation  methods are used to derive separate reduced-order models which describe 

the fast and slow dynamics of the original system. These models are subsequently 

used for controller synthesis using differential geometric methods. T he proposed con­

trol method is applied to a biochemical reactor and a cascade of two autocatalytic 

reactors. Chapter 3 addresses the problem of elimination of the effect of measurable 

disturbances on the output in two-time-scale nonlinear ODE systems. The prob­

lem is addressed through appropriate incorporation of measurements of disturbances 

(feedforward action) in the feedback controllers derived in chapter 2. The resulting 

feedforward/feedback controller is applied to a catalytic reactor. In chapter 4. the 

problem of attenuation of the effect of unmeasured disturbances and unknown param ­

eters on the output in two-time-scale nonlinear ODE systems is addressed. Nonlinear 

controllers are synthesized through combination of differential geometric methods and 

Lyapunov techniques that utilize bounds on the size of the uncertain variables. The 

m ethod is applied to a chemical reactor. In chapter 5. a control m ethod for m ulti-input 

m ulti-output two-time-scale ODE systems with uncertain variables is developed and 

applied to a fluidized catalytic cracking reactor. The proofs of the results presented 

in chapters 2. 3. 4 and 5 are given in appendices A, B. C and D, respectively.

The second volume of the thesis is organized as follows. Chapter 6 addresses the 

problem of synthesizing nonlinear distributed output feedback controllers for quasi-

4
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linear first-order hyperbolic PDE systems that induce a desired inpu t/ou tpu t be­

havior. The controllers are synthesized on the basis of the PDE model following a 

geometric approach. The proposed control method is applied to a plug-flow reac­

tor. Chapter 7 deals with the problem of attenuation of the effect of unmeasured 

disturbances and unknown param eters on the output in hyperbolic PDE systems. 

Lyapunov techniques for infinite-dimensional systems are employed for the synthesis 

of distributed controllers that utilize bounds on the size of the uncertain variables to 

a ttenuate  their effect on the ou tput. The developed control m ethod is applied to a 

fixed-bed reactor. Chapter 8 presents a methodology for the synthesis of nonlinear 

low-dimensional output feedback controllers for quasi-linear parabolic PDE systems 

th a t induce a desired input/ou tpu t behavior. The controllers are synthesized on the 

basis of low-dimensional ODE models tha t accurately reproduce the solutions of the 

PDE system, derived through combination of nonlinear Galerkin's m ethod and ap­

proxim ate inertial manifolds. The proposed control method is applied to a packed-bed 

reactor. Chapter 9 summarizes the main contributions of this work and proposes di­

rections for future research. Finally, the proofs of the results presented in chapters 6. 

7 and 8 are given in appendices E. F and G. respectively.

o
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C hapter 2

Feedback Control o f N onlinear 

T w o-T im e-Scale System s

2.1 Introduction

Most physical and chemical systems are inherently nonlinear and are character­

ized by the copresence of dynamical phenomena occurring in multiple-time-scales. 

Representative examples of nonlinear multiple-time-scale systems include catalytic 

CSTRs [CA84, Den86]. reaction networks [BB91], fluidized catalytic cracking reactors 

[GeoTT. MGS7]). biochemical reactors [HTA67. B0S7. BD90]. high-purity distillation 

columns [LR91]. electrical circuits [Kha92], electromechanical networks [ChoS2]. DC 

m otor models [KK086], flexible mechanical systems [DC93] etc..

Singular perturbation theory provides a natural framework for the analysis and 

control of multiple-time-scale systems [KK086. Kha92]. Singular perturbation m eth­

ods allow decomposing a multiple-time-scale system into separate reduced-order sys­

tem s th a t evolve in different time-scales. and inferring its asymptotic properties from 

the knowledge of the behavior of the reduced-order systems [KES76]. W ithin this 

framework, stability issues [SK84] and geometric properties [Fen79. MK88] of non-

6
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linear two-time-scale systems have been studied and feedback control algorithms 

have been developed using optimal control [KK0S6]. the integral manifold approach 

[S0S7. BPMNC93], and sliding mode techniques [Hec91],

On the other hand, differential geometry has proven to be a natural framework 

for the analysis and control of nonlinear systems. W ithin this framework, several 

nonlinear control problems have been successfully addressed (see e.g. [IsiS9. .\vdS90. 

KA91]). However, most of the developed nonlinear control methods do not take 

explicitly into account possible time-scale multiplicities, and thus, may lead to ill- 

conditioned controllers, significant performance deterioration or even destabilization 

of the closed-loop system in the presence of such time-scale multiplicity ([KK0S6]). 

The combination of singular perturbation and differential geometric methods for the 

solution of the problem of exact state-space linearization of a class of nonlinear two- 

time-scale systems was proposed by [I\ho90].

This chapter addresses the state  feedback control problem for two-time-scale non­

linear systems modeled within the mathematical framework of singular perturbations. 

The objective is to synthesize well-conditioned static state  feedback laws tha t induce 

a well-characterized inp u t/o u tp u t behavior in the closed-loop system. The control 

laws are synthesized employing combination of singular perturbation and geometric 

methods. Conditions tha t guarantee the stability of the closed-loop system under 

the developed control laws are also derived. The developed control methodology is 

applied to two nonlinear chemical processes with time-scale multiplicity.

I
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2.2 Preliminaries

We will consider two-time-scale nonlinear systems, modeled in singularly perturbed 

form, with the following state-space description:

•r =  f i {x)  +  C?i(x)~ +gi ( x) u  
e= =  ^ 2  ( •*■) +  Q2(x)= +  g2(x)u ( - .  l )

y =  /*(*)

where x  6 .V C IR" and c € Z  C IRP denote vectors of state  variables, with .V and 

Z  open and connected sets, u € IR denotes the input, y € IR denotes the controlled 

output, t  is a small positive param eter which can be interpreted as the speed ratio 

of the slow versus the fast dynamical phenomena of the system. Furtherm ore. /i(x ) . 

<7 i(x), (a*), <7 2 (x) are analytic vector fields. Q\ { x ) and C?2 (-r) are analytic matrices

of dimensions n  x p  and p x p  respectively, and h { x )  is an analytic scalar function.

Modeling a two-time-scale process in a singularly perturbed form involves defin­

ing the singular perturbation param eter e. taking into account the physicochemical 

characteristics of the process, so tha t the separation of the fast and slow variables 

becomes explicit, with e multiplying the tim e derivatives of the fast variables r. e usu­

ally represents small process param eters or the reciprocal of large process parameters 

(e.g. sm all/large masses, capacitances). The reader may also refer to [KK0S6] for 

further discussion on this issue. Referring to the specific singularly perturbed system 

of Eq.2.1. we note that the param eter e appears only in the left-hand side (multiply­

ing the time-derivative i) . while the fast variable r  enters in a linear fashion. The 

first assum ption is made for notational simplicity and can be readily relaxed (see 

remark 2.7). while the second assumption is consistent with the fact tha t in many 

chemical processes the main nonlinearities are associated with the slow variables and 

also allows explicitness and analytical insight in the theoretical development.

The explicit separation of the slow and fast dynamics in the system of Eq.2.1. 

owing to the presence of the small param eter t that multiplies the derivative of the

8
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s ta te  vector r  allows decomposing it into separate reduced-order system s evolving in 

separate time-scales ([KES76]). In particular, assuming that the system  of Eq.2.1 is 

in standard form i.e.. the m atrix Q 2(x) is nonsingular uniformly in x  <E A’, and setting 

e =  0, the system of Eq.2.1 takes the form:

x = f i ( x )  +  Q i { x ) : s + g i { x ) u  (2.2)

f 2 ( x ) +  Q 2 { x )~s +  9 2 { x )u — 0 ( ‘2 .3 )

where z s denotes a quasi-steadv-state for r. The invertibility of the m atrix Q 2{x)  

guarantees th a t the system of algebraic equations (Eq.2.3) adm its a unique solution 

for z s , of the form:

- s =  -K ?2(jO]-1 L/2(-t ) +  #>(*)«] (2.4)

Substituting Eq.2.4 into Eq.2.2 the following r e d u c e d  s y s t e m  or s t o i c  s u b s y s t e m  is 

obtained:
x =  F { x )  +  G { x  )u

y s =  h ( x )  [- ° }

where y s denotes output associated with the slow subsystem and

F(.r) = M x )  -  Q i ( x ) { Q 2{ x ) } - xf 2{x)  ^

G{.r) =  g \ ( x )  -  Q i { x ) [ Q 2( x ) ] - 1g2{x)

Note that the input u appears in an affine fashion in the system of Eq.3.5 because

of the linearity in r  in the original system. To obtain a representation of the system

which describes the fast dynamics of the system of Eq.2.1. we define a fast time-scale:

_  t

c

In this new time-scale the original system takes the form:

(2.7)

^  = e [ f i ( x )  +  Q i ( x ) z  + g l {x)u]  (2.8)

^  =  / 2 U ) +  <?2(*)- +02(*W  (2.9)CL t

9
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Setting e equal to zero, the following f a s t  s u b s y s t e m  is obtained:

( 2 . 10 )

where x  can be considered approximately equal to its initial value j(0 ) . The following 

assumption states a stabilizability requirem ent on the system of Eq.2.10.

A ssu m p tio n  2 .1 : The p a i r [ Q 2 {x)  <7 2 (2 )] Is stabilizable.  in the sense  that  there exists  

an analy t ic  co v ec ior  f ie ld  k T {x)  such that  the m a t r ix  Q2(̂ *) +  <72{ x ) k T{ x)  is Huru' it:  

uni fo rmly  in x  £  X .

We will now review the standard definition of relative order for nonlinear systems 

described by Eq.2.5. the definition of order of magnitude, and a standard stability  and 

closeness of solutions result (Tikhonov's theorem) for singularly perturbed systems, 

which will be used in our development.

D e fin itio n  2.1 : Referr ing  to the nonl inear  s y s t e m  o f  Eq.2.5.  the relat ive  o r d e r  o f  

y s with respect to u is defined as the sm al le s t  integer r  f o r  which

Throughout the chapter, it will be assumed that Eq.2.11 holds for all x  € X .

D efin itio n  2.2 ([K ha92]): 6(e) =  0 { e )  if there exist positive constants k  and c such 

that:

T h e o re m  2.1 ([T ik48]): I f  the slow and  f a s t  subs ys tems  o f  E qs .2 .5 -2 .10 ,  respec­

tively,  are locally exponent ia l ly  stable, then there exists a pos it ive real n u m b e r  e* such

L GL rf l h { x ) £ 0 ( 2 - 11)

o r  r  =  dc i f  su ch an i n te g e r  does  not  exis t .

|6(e)| <  k\e\ . V |e| < c ( 2 . 12)

that  i f  e £ (0, e*]. then the sy s t em  o f  Eq.2 .1  is locally exponential ly s table a n d  its

10
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so lu t ions  x { t ) . z { t )  f o r  all t 6 [0.oo) sat isfy:

x ( t )  =  xs(0  +  O(e)
t „  (2.13)

~{i )  — ~a{t) +  Vf { - )  +  0 { e )

where x s ( t )  is the solut ion o f  the s y s t e m  o f  E q .2 .5  a n d  q / ( ~ )  is the solut ion of:
e

~  =  Q 2 {x)rjf  (2.14)

2.3 Methodological aspects

A direct application of state feedback synthesis methods based on nonlinear inver­

sion to systems of the form of Eq.2.1 may result in the derivation of ill-conditioned 

control laws. i.e.. control laws tha t become singular as e —► 0. and/or closed-loop 

instability (for a detailed discussion, see remarks 2.4 and 2.5). Furthermore, such 

an approach may result in feedback laws tha t depend on the fast state vector r  and 

lead to destabilization of the fast dynamics of the system ([KKOS6]). Motivated by 

the above considerations, in this paper, we will address the problem of synthesizing 

wel l -condi t ioned  static state feedback laws th a t guarantee exponential stability of the 

closed-loop system and ensure th a t the output of the closed-loop system satisfies a 

relation of the form:

y ( t )  =  y s ( t )  +  0 ( e )  , t >  0 (2.15)

with y s ( t )  being the output of the closed-loop reduced system, where a prespecified 

in p u t/o u tp u t response is enforced. These requirements will be obtained for sufficiently 

small e.

The control problem will be initially addressed for systems in standard form, that 

is. system s for which the matrix Q 2 (x)  is invertible uniformly in x 6 A’, and then for 

systems in nonstandard form, tha t is. systems for which the m atrix Q?{ x)  is singular 

for some x  6 A'. We will establish tha t, for svstems in standard form, the synthesis

11
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of the requisite state feedback law can be performed on the basis of the open-loop 

system  of Eq.2.1. while for systems in nonstandard form, it has to be preceded by the 

feedback regularization of the fast dynamics.

2.4 Control of two-time-scale nonlinear systems in standard 

form

In this section, we will address a state feedback synthesis problem for systems of the 

form of Eq.2.1 in standard form, with possibly unstable fast dynamics. Motivated 

by the possible instability of the fast dynamics and the affine appearance of the fast 

s ta te  r  in the model of Eq.2.1. we will initially consider well-conditioned static state 

feedback laws of the form:

u =  u + kT(x)z  (2.16)

where u is an auxiliary input and kT{x) is an analytic vector field in IRP. to stabilize 

the fast dynamics of the closed-loop system. Substitution of the control law of Eq.2.16 

into the system of Eq.2.1 yields:

* =  f \ ( x )  +  [<3i(2) + gi{x)kT {x )\: +  gi{x)u
ei =  f2{x) +  [Q2(-c) +  <72(j)A'r ( j ) j r  +  gi{x)u  '

One can immediately observe that the control law of Eq.2.16 preserves the two-time- 

scale nature of the system, and the linearity with respect to the state r  and the 

auxiliary input u. Furthermore, performing a standard two-time-scale decomposition, 

the fast subsystem is given by:

^  =  f i i r )  + [Q2(-r) +  ^2(^)^r (a:)]- +fif2(^)n (‘--18)

while the slow subsystem takes the form:

x = F{x) + G(x)ii  , 9  ig ,
y* = Hx)

12
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where

F { x )  =  f i ( x )  ~  [ Q ^ x )  +  g 1( x ) k T{x) } [ Q2 (x)  +  g 2{x)k-T ( . r ) ] - 1f 2(x)
G{ x )  =  g x(x)  -  [Qi(x) +  g \ { x ) k T( x) ] [ Q2{x)  +  g 2 { x ) k T( x ) } ~ lg 2(x)

It is clear that the r-dependent state  feedback law of Eq.2.16 allows modifying the

stability characteristics of the fast dynamics of the original system by choosing the

gain k T [x)  such that the m atrix Q i { x )  + g2( x ) k T(x)  is Hurwitz uniformly in x  t  X .

Moreover, one can immediately observe that the reduced system of Eq.2.19 depends

explicitly on the nonlinear feedback gain k T(x) .  Therefore, before we proceed with

the solution of the control problem in the slow time-scale. we will establish that the

state  feedback law of Eq.2.16 preserves the relative order r  of the ou tput y s . The

main result is given in proposition 2.1 that follows. The proof of the proposition can

be found in the appendix A.

Proposition 2.1: C o ns id er  the two- t ime-scale s y s t em  o f  Eq.2 .1 .  a s su m e d  to be in 

s ta nd a rd  f o rm ,  f o r  which a s su m p t io n  2.1 holds. Then, under  a s ta t i c  s t a te  feedback la w 

o f  the f o r m  o f  Eq.2.16.  such that  the matr ix  Q 2(x)  +  g2( x ) k T ( x)  is H urw i t z  uniformly

in x  € A . the relative o rd er  o f  y s with respect to it in the reduced s y s t e m  o f  Eq.2 .19

is equal to r.

In order to enforce control objectives in the closed-loop slow subsystem, we will now 

seek well-conditioned static state  feedback laws of the form:

li =  p( x)  +  q{x)  v ( 2 .2 1 )

where p{ x) .  q ( x)  are scalar fields with q(x)  ±  0  for all x  6  -V, and v is a reference 

input, that enforce output tracking and guarantee stability of the closed-loop reduced 

system. Under a control law of the form of Eq.2.21 the closed-loop system is given 

by:

•r = L/i(z) + 0i(*)p(*)] + [Qi(ar) + ^(xjfc^x)]:: +  g x( x ) q { x ) v
£= = [ f i i x )  +  g 2( x) p( x) ]  +  [ Q2(x)  +  g2( x ) k T( x) ] z  +  g 2{ x ) q ( x ) v  (2.22)
y =  h(x)

13
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Employing a two-time-scale decomposition for the system of Eq.2.22. the closed-loop 

fast subsystem is given by:

^  =  [ / 2 (x ) +  ff2 (^)p(a-)] +  [Q2 (x ) +  <72(-r)A-T( j ) ] r - f 5 2(j-)?(-r)c (2.23)

and the closed-loop slow subsystem takes the form:

x =  [ / \ r )  +  G(x)p(x)] +  G(.r)<7 (;r)r 
y s = h(x)

Proposition 2.2 tha t follows allows specifying the order of the requested inpu t/ou tpu t 

response in the closed-loop reduced system.

Proposition 2.2: C o ns id er  the two- t ime-scale  s y s t e m  o f  E q .2 . 1 7. where the m a tr ix  

Q2(-r)+<72(-r)£T(.r) is H urwi t z  uniformly  in x  6 X .  Then, under  a s ta t ic  s ta te  feedback  

control  l aw  o f  the f o r m  o f  Eq.2.21.  the relat ive o rder  o f  y s with respect to r  in the 

closed- loop reduced s ys tem  o f  Eq.2.24 is equal to r .

Proof: The proof of the proposition involves the application of the two-time-scale 

decomposition procedure to the resulting closed-loop system, and the standard argu­

ment for nonlinear systems of the form of Eq.2.5 under static state feedback of the 

form of Eq.2.21 (see e.g. [IsiS9]). A

The result of proposition 2.2 allows requesting an input/output behavior of relative

order r  in the closed-loop reduced system. For simplicity, a linear minimal-order

inpu t/ou tpu t behavior will be postulated, of the form:

, dry s , dua , ,
- j p -  + • • • + -di +  Soy — v (2.25)

where 3q. ■ ■ ■. Sr are adjustable parameters, which can be chosen to guarantee in­

p u t/o u tp u t stability and to enforce desired performance specifications in the closed- 

loop reduced system.

We are now in a position to give an explicit synthesis formula for the state  feedback 

controller of Eqs.2.16-2.21 that enforces the requested control objectives in the closed-

14
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loop system. Theorem 2.2 that follows provides the main result of this section (the 

proof of the theorem can be found in the  appendix .4).

Theorem  2.2: Cons ider  the tw o- t im e- sca le  s y s t e m  o f  Eq.2.1,  assumed  to  be in s t a n ­

dard  f o r m ,  f o r  which assumpt ion 2.1 holds.  Then the s ta t ic  s ta te  feedback law:

u =  [I +  [l3rLGLp~l h{x ) \  1 j r  -  ^ j

+/tr (i)[Q 2(a;)]~1/ 2 (^) +  k T { x ) :  

where the feedback gain k T(x)  is such that  the m a t r ix  (̂ 2(*r) +  g-2 { x ) k T( x)  is H u r w i t :  

uniformly  in x  € A’.

a) guarantee s  local exponent ia l s ta b i l i ty  o f  the fa s t  d y n a m ic s  o f  the closed-loop s y s t e m .

b) ensures that  the output  o f  the closed- loop s y s t e m  sat isf ies  a relation o f  the f o r m  :

y ( t )  =  y s ( t )  +  0 ( e ) .  t > 0  (2.27)

f o r  e suff ic ient ly  small,  with y 3( t )  being the solut ion o f  Eq.2 .25.

Rem ark 2.1: The state feedback law of Eq.2.26 can be equivalently w ritten as

2 r L GL Tf l h( x)  j r  -  3 kL kFh { x ) \  + k T{x) ( = -  £) (2.2S)u =

where

£ =  | / 2 (x) +  g2(x)[3rL GL rF- l h { x ) ) ' 1 1 1- -  X I.d ik L f/» (j) || (2.29)

denotes a quasi-steady-state for the fast dynamics of the closed-loop system. It is 

clear that the above control law consists of two separate components: the component. 

kT(x)(:  — £). which acts in the fast time-scale and is responsible for the stabilization 

of the fast dynamics of the system, and the component,

[l3rLGLTF- l h ( x ) } ' 1 j r  -  j ^ 3 kLkFh(x)  j .  which acts in the slow time-scale and induces 

the desired inpu t/ou tpu t behavior in the closed-loop reduced system. Control laws 

tha t address control objectives in different time-scales are called composite control 

laws ([IsiS9]). The above analysis of the structure of the controller of theorem 2 . 2

15

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



suggests tha t the two components of the controller can be synthesized independently, 

on the basis of the open-loop system of Eq.2.1.

Rem ark 2.2: The fact tha t the component kT(x)(z  — f) acts in the fast time-scale 

where the state  vector x  can be considered approximately equal to its initial value 

x (0 ) allows designing the feedback gain k T(x) using standard  control methods, such 

as pole placement, optim al control, etc. (for details see e.g. [KKOS6 ]).

Rem ark 2.3: In the case of systems of the form of Eq.2.1 with stable fast dynamics,

i.e. assuming tha t the eigenvalues of the m atrix Q 2 (x) lie in the open left-half of

the complex plane uniformly in x 6  X ,  the controller of theorem  2.2 does not need 

to utilize feedback of the fast state  vector z  to stabilize the fast dynamics and thus, 

simplifies to:

u =  \i3rL c L Tf xh{x)^ 1 j r  -  ^2i3kLph{x)^  (2.30)

Rem ark 2.4: Referring to systems of the form of Eq.2.1 with stable fast dynamics.
du(l/) d y ^

let v. ir denote the smallest integers for which —-—  ^  0, —- —  ^  0. A direct differ­
ed a z

entiation of the ou tpu t of the system of Eq.2.1 with respect to tim e yields then the 

following expressions:

y =  h(x)
y {1) = Lh h{x)

=  L } ; l k(x)
y [,r) =  L}th{x) + u'o(x.z) (2.31)

y ^+i)  _  L rf +l h(x) + v x{x.z)

_  LL,f ~1 h{x) + i 'u- „ - l {x . z)  
y [v) =  L)xh{x) +  u'„-x(x,z)  +  c{x. z)u

where V i ( x .  z ) ,  i = 0. • • • . / ' — " , are scalar functions whose specific form is om itted 

for brevity. W henever v < 7 7 . the functions ip i ( x . z )  are identically equal to zero 

and c (z .r)  =  LgiL Uf ~ l h(x).  In this case, the expressions for the derivatives of y of

16
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Eq.2.31 are independent of the fast state vector c. Furthermore, the vector fields 

F(x)  and G[x)  defined in Eq.2.6 satisfy the relations: L c L Tf lh { x ) =  Lgi 

and L kFh{x) =  L ^ h l x ) .  k =  I .- -  - . r .  Clearly, the condition u = r holds in this case, 

and the control law of Eq.2.30 induces an input/ou tpu t behavior of the form:

. dvy dy
^ ~ d F  +  ' "  +  3 l l I  + !Soy = v (2.32)

in the closed-loop f u l l  — order system. On the other hand, on the basis of Eq.2.31. 

it is clear tha t whenever v — a s ta te  feedback law that induces the  input/ou tpu t 

behavior of Eq.2.32 in the closed-loop full-order system requires feedback of the fast 

state  vector r . and thus, may destabilize the fast dynamics of the system , while if 

u > 7T such a control law will also be ill-conditioned.

Rem ark 2.5: In this remark, we will address the implications of the  instability of 

the fast dynamics on the stability of the zero dynamics of systems of the form of 

E q .l. for which v < As noted in remark 2.4. whenever i/ > 7r. an inversion-based 

state  feedback law is ill-conditioned, and thus, such an analysis is not particularly 

meaningful for this case. Referring to the system of Eq.2.1 with v  <  ?r, there exists 

(see e.g. [IsiS9]) a coordinate transform ation:

Oi(-r)

(C--) =

'/I

f/n —1>
Cl

0

=  T ( X . = )  =

@71 — i/(-̂  )
h{x)

Lf l h(x)

L T ' H x )

(2.33)

where 0 ,(x). i =  1 . • • •. n. — u are scalar fields, such that the system of Eq.2.1 takes
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the  form:
p

V = L h O ( V - Q +  Y . LQi«°(Tl-0 :k
K = 1

Cl =  (.2

^  _ (2.34)
C /—1 — Ci/

Cl/ =  ^ / ,  h(rj ,Q +  L QlL j ~ l h(T]. C )-  +  LgiL j ~ l h . ( T j . £ ) u  

=  /2(»?.C) +  Q2(»7.C)-+S2(»7.C)« 
y =  Ci

where <j>(:r) =  [c>i(x) ••• o n- u{x)]T, the (£. ^ -d ep en d en ce  in the right-hand-side of 

Eq.2.34 implies the evaluation of the functions at ( x . r )  =  T ~ x{p.C,.z). and L j xo  =  

[Lh (pi ••• L/ l d n_l/]T, Z q 1k© =  ••• ZQlKo n_ ,]T.

LQxL uj ~ l h =  [ZgjjZy"1/! • • • L q 1pL'j~1Ii], with Qu- being the k — </i column vector of 

the m a trix  Q\.  Whenever v  <  ir. the dynamical system:

p
n =  Lf l o( j ] .0)+ Y tLQiK6{T],0)zk

L-, ,Hv-0)  (2'35)
K= 1

ei =  f2(rj.O) +  <?2 (i/.0 )c -  0 2 (17, 0 )-Lg1L l,f ~ l h(r/.Q)

is the zero dynamics of the system of Eq.2.1 (see e.g.. [IsiS9]). One can immediately 

observe tha t the modes of the zero dynamics contain the modes of the fast dynamics, 

and thus, instability of the fast dynamics implies instability of the zero dynamics of the 

original system. Systems that possess a zero dynamics with a two-time-scale nature 

and unstable fast dynamics are called slightly nonminimum-phase (see e.g. [SHKS9]). 

For such systems, one can immediately see that inversion-based s ta te  feedback laws 

lead to internal instability of the closed-loop system. On the other hand, under the 

state  feedback law of Eq.2.26, the fast dynamics of the closed-loop system possess a 

locally exponentially stable equilibrium manifold, while the internal stability of the 

closed-loop system depends on the stability of the zero dynamics of the open — loop 

reduced sys tem  (see section 2.5). Furthermore, whenever u =  tt. the zero dynamics
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of the system of Eq.2.1 in the coordinates of Eq.2.33 takes the form:

p
rj = L f l (j>(T).Q) + '*rLQl'io{Ti.O)zk

L’,A n .  o) (2';i6)ci =  M n ^ )  +  [Q2(t?.0) -  ~  92{r).
L 0,Lf .  h 77.O

0 ) -^ L ^ h i r j .  0 ) J’ LaiL £ l h(v .O)

and thus, the system of Eq.2.1 may or may not be slightly non-minimum phase, 

depending on its specific structure.

2.5 Control of two-time-scale nonlinear systems in nonstan­

dard form

In this section, we will address a sta te  feedback controller synthesis problem for two- 

time-scale nonlinear systems of Eq.2.1 in nonstandard form. i.e.. systems for which 

the m atrix  Q 2 (1 ) is singular. The im m ediate implication of the non-invertibility of the 

m atrix Q 2 (2:) is the lack of a well-defined quasi-steady-state for the fast s ta te  vector r 

([KhaS9]). Therefore, an application of the two-time-scale decomposition procedure 

to the system of Eq.2.1 will result in the derivation of a singular reduced system. 

Referring to this reduced system, it can be easily seen that the concept of relative 

order is not well-defined, and the results of propositions 2 . 1  and 2 . 2  th a t allowed 

the formulation and solution of the controller synthesis problems for two-time-scale 

systems in standard form do not hold.

The previous considerations imply that any a ttem pt for the synthesis of state 

feedback laws for this class of systems, requires the regularization of the fast dynamics 

(in the sense of inducing a well-defined quasi-steady-state for the fast s ta te  vector 

r) through appropriate feedback of the fast state  vector r. Motivated by this, in 

what follows, we will initially employ appropriate feedback of the sta te  vector r to 

induce an exponentially stable quasi-steady-state for the fast dynamics, and we will 

subsequently formulate and solve the synthesis problem on the basis of the resulting
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two-time-scale system.

In particular, we will initially consider a well-conditioned static state  feedback law 

of the form:

u =  ii -1- k T( x ) z  (2.37)

where k T (x)  is an analytic vector field in IRP and u is an auxiliary input, to regularize

the fast dynamics. Under the control law of Eq.2.37 the system of Eq.2.1 takes the

form:
i  =  f i ( x ) +  [ Q\ { *)  + g i { x ) k T ( x ) ] z  +  g x{x)i i  
ez  =  f 2( x ) +  [ Q2(x)  + g 2{ x ) k r ( x) ] z  +  g 2( x) u

Performing a two-time-scale decomposition, the corresponding fast subsystem takes 

the form:

=  h ( ? )  +  [<?2 U ) +  52(-rK'T(*)]~ + 0 2 (x)ti (2.39)

while the corresponding slow subsystem is given by:

■, =  ? ^  + 6 { x ) i  (2.40)y =  h(x)

where the vector fields F ( x ), G(x) are given in Eq.2.20. It is clear th a t the c- 

dependent state  feedback law of Eq.2.37 allows us to regularize the fast dynamics of 

the system by choosing k T( x)  in such a manner so th a t the m atrix Q 2{x)  + g 2( x ) k T{x)  

is Hurwitz uniformly in x  € A’. A necessary and sufficient condition for the regular­

ization of the fast dynamics is r a n k [ Q 2(x)  <7 2 (x)] =  m.  uniformly in x  € A’ ([I\haS9]). 

Note that this condition is not an additional requirem ent, since it is directly implied 

by the stabilizability property of the pair [(^(x) ff2 (^)]-

It is now possible to formulate and solve a controller synthesis problem on the

basis of the system of Eq.2.38. In particular, we will seek a well-conditioned static

state  feedback law of the form:

u =  p( x)  +  q ( x ) v  (2.41)

where p( x) ,  q ( x )  are scalar fields, with q{x)  ^  0 for all x € A\ and v is the external

reference input. Referring to the system of Eq.2.40. let r  denote the relative order of
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the output y s with respect to the auxiliary input u. It is then straightforward to show 

that the result of proposition 2.2 holds for the two-time-scale system of Eq.2.3S under 

the s ta te  feedback law of Eq.2.41. This allows postulating the following input/output 

behavior:

3>i k  + -- + 3 ' +  =  r  <2->2 >

in the closed-loop reduced system. Theorem 2.3 tha t follows summarizes the main

result of this section. The proof of the theorem can be found in appendix .4.

Theorem  2.3: C o n s id e r  the two- t ime-scale s y s t e m  o f  Eq.2 .1.  a s su m e d  to be in non­

s ta n d a r d  f o r m ,  f o r  which as sum pt ion  2.1 holds.  Then the s ta t ic  s ta te  feedback: law:

u =  [ 8 f L c L rf l h{x)  1 j r  — ^2 .8kLp .h (x )^  +  k T( x ) z  (2.43)

where the feedback gain k T( x)  is such that  the m a tr ix  Q 2 (2") +  g 2 { x ) k T( x)  is Hurwi tz  

uni formly  in x  € A’.

a) gu ar antee s  local exponent ia l  s tabi l i ty  o f  the f a s t  d y n a m i c s  o f  the closed- loop sys tem ,  

and

b) ensures  that the output  o f  the closed-loop s y s t e m  sat isf ies  a relation o f  the f o r m  :

y ( t )  = y 3{t) +  0 ( e )  . t > 0 (2.44)

f o r  e suff icient ly  smal l ,  with y s ( t ) being the solut ion o f  Eq.2.42.

Rem ark 2.6: The result of theorem 2.3 reveals a fundamental difference in the 

nature of the control problem between systems in standard and nonstandard form. 

In particular, in the case of systems in nonstandard form, the formulation (relative 

order of the requested response) and solution of the control problem in the slow time- 

scale are based on the reduced system of Eq.2.40, and thus explicitly depend on the 

gain k T( x)  used to regularize the fast dynamics, as opposed to systems in standard 

form where the control problem in the slow time-scale is independent of the choice of 

k T (x) .
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R em ark 2.7: The control algorithms of theorems 2.2 and 2.3 can be directly applied 

to two-time-scale systems with e-dependent right-hand side, with the following state- 

space description:

x =  / i ( x . e r .e )  +  Q i (x ,e c .e )c  +  ^i (r .er.e)u

e~ =  i? (x .r) [ /2(x .ec.e )  +  Q2(*. e-r. e)u] (2 .45)

y =  h{x)

where R [ x , z )  is a diagonal m atrix of dimension p x p. which is positive definite for 

all x  <E X .  z  € Z.  This is possible because /) the stabilizability requirement of 

assum ption 2 . 1  suffices to ensure that the fast subsystem of the system of Eq.2.45 

can be made exponentially stable, and ii) in the case of non-singular Q 2 ix.cz.  t). 

the open-loop slow subsystem of the system of Eq.2.45 is the same as the one of 

Eq.2.5 (which ensures the applicability of theorem  2.2). while in the case of singular 

Q 2 [ x , cz .  e). the slow subsystem obtained after the regularization of the fast dynamics 

is the same as the one of Eq.2.40 (which ensures the applicability of theorem 2.3).

2.6 Conditions for closed-loop stability

In this section, we will address the stability of the unforced {v =  0) closed-loop full- 

order system under the state feedback laws of theorems 2.2 and 2.3. Initially, we will 

consider two-time-scale systems of the form of Eq.2.1 in standard form and assume 

that: 1 ) the eigenvalues of the matrix Q 2 (.t) +  g2 {x)lcT(x) lie in the open left-half of 

the complex plane uniformly in x  6  A'. 2) the roots of the polynomial ,3o 4 - 3i$ 4 -

 b 3t s t  = 0 lie in the open left-half of the complex plane. 3) the open-loop reduced

system  of Eq.2.5 is minimum-phase. i.e. its zero dynamics is locally exponentially 

stable. Condition 1 guarantees that fast dynamics of the closed-loop system possess 

an exponentially stable equilibrium manifold. Moreover, it is straightforward to show 

th a t conditions 2  and 3 guarantee the local exponential stability of the unforced 

closed-loop reduced system, under the controller of theorem 2.2. The local exponential
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stability of the closed-loop reduced-order systems implies that the unforced closed- 

loop full-order system is locally exponentially stable, for a sufficiently small e (see 

theorem 2.1).

In the case of systems in nonstandard form, one can use similar arguments to show 

that the local exponential stability of the unforced closed-loop full-order system, for 

e sufficiently small, is guaranteed if condition 1 holds, the roots of the polynomial 

3q + 3is +  • • • +  3fSr = 0 lie in the open left-half of the complex plane, and the zero 

dynamics of the reduced system of Eq.2.40 is locally exponentially stable.

2.7 Simulation studies

2.7.1 A pplication to  a biochemical reactor

Consider the biochemical continuous stirred tank reactor shown in Figure 2.1, where 

the following enzym atic reaction ([HTA67]) takes place:

S  + E =  C ^ P  + E  (2.46)

where E. C and P.  denote the substrate, the enzyme, the complex and the product 

respectively. The inlet stream  F\ consists of substrate of concentration C 5 0  and 

tem perature Tso• while the inlet stream F2 consists of enzyme of concentration Ceo 

and tem perature Teo■ Under the following assumptions:

• Perfect mixing in the reactor

• Uniform tem perature in the reactor

• Constant volume of the liquid in the reactor

• Constant density and heat capacity of the reacting liquid
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Enzyme
f2- c E0 • t E0 F l c SO- TS0

Substrate

t t

k l  k 3 
S + E C — ►  P  +E

F3. c s . Ce . Cp. Cc . Tr

F i g u r e  2 . 1 :  A  b i o c h e m i c a l  c o n t i n u o u s  s t i r r e d  t a n k  r e a c t o r .
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the m aterial and energy balances that describe the dynamical behavior of the biore­

actor take the following form:

- £ 3

V r^ ~  = -F 3Cp + k30e RTr c c Vt

- E x - E 2

f'r ^ " = F1 Cso — F3Cs — kl0e FTr C$Cp\ r + k2oe RTr c c Vr

— E x  — E-2 — E 3

= F2Ceo — F3Ce — kwe RTr CsCeVt + k20e F-Tr CcVT + k30e RTr c c \ r

— E x  — E 2 — E 3

y r d~ ~  =  - F 3C c  + k w e Cs C EV r - k 20e ^ C c V r - k 30e ~ R ^ C c V r

- E i

Vr^F = FiTso +  F2Teo -  F3Tr + - 5 — + {~ - - T-']kwe RTr c s CE\-r
pmCpm PmCpm

— E 2 — E 3
, ( - ± H T2), „  f , , ( - A  Hr3)

— k 2oe R T r  C c V r  + ————̂ -fc30e * T r C c Yr
P m  Cpm P m Cpr\

(2.47)

where C5 . C e, C c. Cp denote the concentrations of the species 5. E, C. P.  and Cso 

and Ceo denote the inlet concentrations of the species E  and 5. T r and Ij. denote

the tem perature and the volume of the reactor. F 3 denotes the outlet flow rate, and

kio- k 2Q, k 30, E x, E 2 . E 3 . A i/t. AH 2. A H 3 denote the pre-exponential constants, 

the activation energies, and the enthalpies of the three reactions. The control objec­

tive is the regulation of the concentration of the substrate Cs by manipulating the 

heat input to the reactor Q. In this type of bioreactions, the inlet concentration of 

the enzyme is usually much smaller than the one of the  substrate ([HTA67]). Defining 

the param eter e as:

< =  A 2  (2.48)
cso

and setting:

r\ T'p C's C'c C-E
u =  Q  -  Q s , Xi  =  — . x 2 =  — — . X3 =  —— . X4 =  T r , :  =  — — , y  =  j 2 ( 2 .4 9 )

V -SO V So L so  t_ E0
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the original set of equations can be put in the form of Eq.2.1 with:

- e 3

f i ( x )  =

-F:
V
~ X X +  k3ot E x 4 j-2

■Ei
F\ F3 ft
—  -  —  x 2 +  k 20e  x 3
V r  » r

- E o - E 3
-■j4 x 3  — k 2Qe E x 4  x 3 _  £3oe R x a x 3

Ft T so +  § T eo ~ ^ x a + Q

-E-2

V, ^ r P m  C p m  1 r P m  C p m

- E 3
¥i z M n l k Me Rx i l 3 c S0

PmCpm

+  ' — —2 - A-20e E x A x 3Cso

Q\{x)  =

h { x )  =

0

- E x

— k xoe E x 4 x 2 C e q
- E x

k l0e E x 4 x 2 C e o  
- E x

k ± M . kwe Rx, l 2c EoCsa
PmCpm

- E 2 - E -
F

9 i { x )  =

0

0

0
1

. P m  Cpm 1' r .

V
r t  4- k20e E X 4 x 3  - f  k30e E x 4 X 3 , 92(x ) = 0

Q 2 U )  =
- F

~ E X

VT
_ 2 e _  k w e E X 4 C Eox 2 . h(x) = •r2

It can be easily seen that Q2(x)  is nonsingular and thus the two-time-scale system is 

in standard form. Moreover, the m atrix Qz(x)  is Hurwitz since x2 is always positive.

The values of the system param eters and the corresponding steady-state values 

of the system variables are given in Table 2.1. It was verified tha t these conditions 

correspond to a stable equilibrium point, while the zero dynamics of the reduced 

system are exponentially stable. Since the fast dynamics of the system  is stable, the
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Cso = 12.92 kmol m_J
C eo = 11.91 kmol m ~ 3
T eo = 310.0 K
Tso = 329.24 I<
Fi = 2.1 m 3 m in ~ l
Fo = 0.1 m 3 mm-1
F = 2.2 m 3 m in ~ l
r. = 1.0 _3m
R = 1.987 kcal kmol~ l [ \~ l
Cpm = 0.231 kcal kg ~ l I \ ~ l
Pm = 900.0 kg m ~ 3
k\o = 3.36 x 10°' m 3 k m o l ' 1 min~
&20 = 1.80 x 106 m in ~ 1
&30 = •5.79 x 10‘ m in ~ l
Ei = 8.0 x 103 kcal km ol~ 1
En = 9.0 x 103 kcal km ol~ 1
e 3 = 10.0 x 103 kcal km ol~ 1

= 1.0 x io 3 kcal km ol~ 1
A H 2 = 1.0 x 103 kcal km o l~1
A Hz = 5.0 x 103 kcal km ol~ 1
C c j = 0.491 kmol m ~ 3
C e > = 0.05 kmol m ~ 3
Css = 11.2 kmol m ~ 3
C p, = 0.67 kmol m ~ 3
Tr = 300.0 K
Q, = - 3 .8  x 103 kcal m i n ' 1

T a b l e  2 . 1 :  P r o c e s s  p a r a m e t e r s  a n d  s t e a d y - s t a t e  v a l u e s
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controller of Eq.2.30 was employed in the simulations. Setting t =  0. the open-loop 

reduced system of Eq.2.5 can be easily obtained with:

- £ 3

F(x)  =

- f 3

Vr
■Tl +  k 30 e X 3

F\ Ft
- e 3

t t F s o  — 7 7 x 2 ~  ’̂30e ^ X 4 X 3 
» r * r

f 3

- r 3

F , r  , £ 3  , i - 6 . H r , ) ,  - 5 7 7  , ( - A H r , )
TT-i 50 +  ~rr Eo ~~ TFXa ^--------------------- 2° e ^ 5 0 ^ 3  H-------------------
* r * r » r  P m  Cpm P m  Cpm

- £ 3  - £ 2  - £ 3

»&3oe ^ X4 £ 5 0 -2 :3 +  -—  --- ri ^ -5- [k2oe F x* x 3 +  k30e F-^a j-3] -----
Pm Cpm P^pni * r

G(x) =

0
0
0
1

.  P m  C-pm i r  .

It can be easily verified that the relative order is r  = 2. The controller was tuned to 

give an overdamped response for changes in the reference input w ith tim e constant 

and damping factor:

r =  3.SS min  . £ =  1.93 

through the following choice of the controller parameters:

do =  1-0 • di =  15.0 min  . 8 2  — 15.0 m i n 2

Several simulations were performed to evaluate the performance of the controller. In 

the first simulation run. a 0.8 mol fit  increase in the reference input value was imposed 

at tim e t =  1.0 min.  Figure 2.2 shows the corresponding output and input profiles. 

One can see tha t the controller regulates the output to the new value of the reference 

input. Figure 2.3 shows the profile of the concentration of the enzyme under the quasi-
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steady-state assumption. Ces• and the profile of the concentration of the enzyme in 

the reactor. Ce ■ One can observe that the two profiles almost coincide which implies 

tha t the dynamics of the concentration of the enzyme are indeed negligible. In the 

second simulation run. a O.S mol Jit decrease in the value of the reference input was 

imposed at time t =  1.0 min.  Figure 2.4 shows the corresponding output and input 

profiles. The controller regulates the output to the new value of the reference input.

Rem ark 2.8: A standard inpu t/ou tpu t linearizing controller synthesized on the basis

of the full-order system yields:

u =  [i32LgiL f l h(x)]~l
{y -  l30h{x) -  '3\[Ljx h(x)  + LQlh{x)z] -  d2[L2f l h(x)  +  LQlL f l h{x):

i / r  r t / _ \  i r2 i r r )( /2 (-r ) 4" 2 ( -1*) — ) -| |+{LfxLQxh(x)  +  L q^ X x ) + LgjLQj/ifr))- -1   j >

(2.50)

which becomes singular as e —»■ 0. Moreover, the implementation of this feedback law 

requires measurements of the concentration of the enzyme in the reactor, which are 

difficult to obtain in practice.

2.7.2 Application to a cascade of two continuous stirred tank reactors

Consider the cascade of the two continuous stirred tank reactors shown in Figure 2.5. 

where the following autocatalytic reaction ([GS90]) takes place:

A + B  -> 2B  (2.51)

where .4 is a reactant. B  is the autocatalytic species, followed by the zero-order 

side-reaction

B  — C  (2.52)

where C  is the undesired product. The species .4 is assumed to be in excess in the two

reactors, while the inlet stream s consist of autocatalytic species B  of concentration

C ' b o ■ Under the following assumptions:

3 1
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F i g u r e  2 . 5 :  A  c a s c a d e  o f  t w o  c o n t i n u o u s  s t i r r e d  t a n k  r e a c t o r s
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•  Perfect mixing in the reactor'

•  Uniform tem perature in the reactor

• Constant volume of the liquid in the reactor

• Constant density and heat capacity of the reacting liquid

the material and energy balances tha t describe the dynamical behavior of the system 

take the following form:

- E i  E g

I i = F.Cso -  F,Cb, + k l0e AT, C bi l \  -  k0e W ,  ,;

dT\ E\ Qi  (—A /fr i )
- r r  =  t t I - U b o  — i \ )  H---------------—  + -------------------M o e 1 C b i

 ̂I PmCpmM Pm^pnpm

- E g

{~ ^ HrJ-k0eETi

(2.53)
P m  Cpm

— E l  — E g

1-2—̂ — =  FiCbi  +  F2 CB0 ~  EgCB2 +  ’̂lÔ  ^ 2 Cb2^2 ~  kgC E-T2 \ 2

E f  =  p r Bo +  p r ,  -  +  - - ^  r B 2
d* *2 *'2 *'2 Pm^pm’ 2 Pm^pm

+ ^ ! > A koCm
PmCpm

where C'si, Pi and € 3 2 • T2 denote tem perature and the concentration of the  autocat­

alytic species in the first and second reactor. C bo and T bq denote the inlet tem perature 

and concentration of the species B.  F3  is the outlet flovvrate in the second reactor. 

Q 1 . Q 2 denote the heat inputs to the reactors, kio. kQ. E \ .  E g .  A H i .  A H g  denote 

the pre-exponential constants, the activation energies, and the enthalpies of the two 

reactions.

The control objective is the regulation of the concentration of the autocatalytic 

species B  in the second reactor by manipulating the inlet concentration C b o ■ In order 

to decrease the effect of the side-reaction, i.e.. minimize the production of the species

3 4
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C.  the liquid holdup of the first reactor is smaller than the liquid hold up of the 

second reactor ([Lev72]). Defining the param eter t  as:

Vit  =
Vi

and setting:

(2.54)

u =  Cbo — Cbqs- xi  — Ti. x 2 = Cb 2 - x 2 = T2. - i =  Cgi. y =  x 2 (2.55)

the original set of equations can be put in the form of Eq.2.1 with:

- E o
,rr \ , Ql  , ) ft—  {T bo -  X j )  H------------- —  4------------------ k0e n x i

* I P m  &pm v 1 P m  Cpm

M x ) =

- E x - E o

E 2C b O s  — E2X2 +  &10e R x 3 x 2 \-2 — k o e  E x  3 Vt

E2 rp , E\ F2 ( Q 2
t t I bo +  ~rrx i ~  T rX3 ^-------------- T7
*’2 *'2 *2 PmCpm*2 Pm^pm

- E l
, ( - A H r i ) ,  - ^ 7

4------------------- k XQe 3 ,r2

- E o
{~ ^ Hro]koe E x 3 

P m  Cpm

Q 1 ( 1 ) =

- £ 1  

kl0e Rx x
pm

F\
0

0

F2
0

M * )  =

- E o
E 1 kQt  Ex 1 j
r • V- BOs r -
V-2 \ ' 2

9 2 { x ) =
F\ 
\ 2

• QAx) =

. />(*) =

- E x

_ £ i  A.-ioe 1 1

V2 Vi

•r2

The values of the system param eters and the corresponding steady-state values of 

the system variables are given in Table 2.2. One can easily see tha t for these oper­

ating conditions the m atrix Q 2 (x)  is invertible, and the fast dynamics of the system
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\ \ = 0.2 m3--------
I 2 — i.O m3
R = 1.987 kcal kmol~' I \ ~ l .
C b 03 — 2.0 kmol m ~3
Tbo — 305.0 K
Cpm — 0.231 kcal kg~l I \ ~ l
Pm — 900.0 kg m ~3
Q i — 1.1 x 105 kcal m in ~ l
Q2 — 2.2 x 104 kcal mm-1
S H 0 = 5.4 x 103 kcal km ol~ l
A Hi = 10.67 x 103 kcal km ol~l
ko = 4.71 x 106 kmol m ~3m in ~ l
kio = 1.08 x 107 m in ~ l
Eo = 8.0 x 103 kcal kmol~1
E  i 9.0 x 103 kcal km ol~l
Ei = 0.2 m3 m in ~1
Eo = 2.0 m3 min-1
C b Is = 2.5 kmol m~3
Tu = 300.0 K
C b 2i = 3.125 kmol m~3
To, = 300.0 K

T a b l e  2 . 2 :  P r o c e s s  p a r a m e t e r s  a n d  s t e a d y - s t a t e  v a l u e s
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are unstable. Therefore, the controller of theorem  2.2 was employed in the sim ula­

tions. Moreover, it was verified that the zero dynamics of the reduced system are 

exponentially stable.

Setting e =  0, the representation of the open-loop reduced system of the form of 

Eq.2.5 can be easily obtained with:

- E o
F i _  Q\  (—A /fro) n .
t H T b o  - X x ) +  ^ - r r  +  ------------- — k g e  +
*1 PmCpm *'I Pm&pm

- E x

F(x)  =

{- ± H rA k l o e  R x x
P m  Cpm

- E x - E o

•  ( Ex -  k l0e R x ' Vx) ' x{ F xC Bos -  k0e R x i V i)

- E x - E g

E2 CBQ3 — E3X2 +  A’ioe R x Z X2 V'2 — kg€ Rj-z V 2 +  F\
— Ex —Eg

•  (Fx -  kxge R x ' V x ) - 1 (F xC bo s  -  k0e R x x V ,)

- E x

’1 0 f
f 2 r r  , Ex f 3  , q 2 , (—A t f r i ), - ^ r
T t T b o  +  — X i — TT-r 3 H--------------- P "  H---------------------k \ g €  ,r-j
*'2 *2 ^2 P m  ̂ pm *' 2 P m  ̂ pm

+ ( ^ n ^ kgt RX3

G ( X )  =

[ - A  H ri)

P m  Cpm 

- E x - E x

PmC\pm
bio' R x ' (Ex -  kXge R x i W ) ' 1 Fx

- E x

F 2 + F x ( F x - k l 0 e  R x i \  i ) ~ 1 F x 

0

It can be easily verified tha t the relative order is r  =  1 and the controller of theorem  

2.3 takes the form:

u =  [1 +  A::r(a*)[Q2(-r)]-1^2(J*)] j i ’ -  J 2 ^ kLr h(x ^

-hA-7'( j')[Q2(a')]- l /2( Jf) + A't (j )c,

(2.56)
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The nonlinear gain kT{x) was chosen as:

- E x

k T(x) = - * j ± [ - Fl + kx o e ^ \ \ \  (--57)
r \

to place the eigenvalue of the m atrix Q 2 (-t) +  <7 2 {?)kT{x) in the open left-half of the 

complex plane. The tim e constant for the inpu t/ou tpu t response was chosen to be 

t =  15 min .  through the following choice of the controller parameters:

^ o = l - 0  . =  15.0 min

Several simulations were performed to evaluate the performance of the controller. In 

the first simulation run. a 0 . 8  mol j i t  increase in the value of the reference input was 

imposed at tim e t = 0. Figure 2.6 shows the output and the input profiles. Clearly, 

the controller drives the output of the system to the new value of the reference input, 

while stabilizing the fast dynamics of the system. Figure 2.7 shows the profiles of 

the two components of the control law identified in rem ark 2 . 1  for this particular 

simulation run. More specifically. U\ denotes the component:

Ci =  [3iLGh(x)]~l j t ’ -  (2.58)
I k=0 )

which acts in the slow time-scale and induces the requested input/output, behavior 

in the closed-loop reduced system, while L'i denotes the component:

C2 =  F ( t ) ( - i - 6 ) (2.59)

where £ 1  is defined in Eq.2.29. which acts in the fast time-scale and stabilizes the 

fast dynamics of the system. Clearly the behavior of C t and C2 conforms with the 

theoretical predictions. More specifically, the component U1 acts for all times in order 

to drive the ou tpu t of the system to the new value of the reference input, while the 

component C2  approaches zero quickly.

In the second simulation run. a 0.3 mol j i t  decrease in the value of the reference 

input was imposed at tim e t = 0. The corresponding ou tput and input profiles are
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shown in Figure 2.S. The controller regulates the output to the new reference input 

value, while stabilizing the fast dynamics of the system. Finally, an inpu t/ou tpu t 

linearizing control law. which was synthesized on the basis of the original system, 

was also employed in the simulations. A 0.3 mol j i t  decrease in the reference input 

value was imposed at tim e t =  0. Figure 2.9. shows the profile of the fast s ta te  ci 

which corresponds to the concentration of the species B  in the first reactor, and the 

corresponding input. It is clear that the inpu t/ou tpu t linearizing controller leads to 

closed-loop instability, which is expected, since, as can be easily verified following the 

development of remark 2.5. the process is slightly non-minimum phase.

2.8 Conclusions

In this chapter, we addressed and solved the problem of synthesizing well-conditioned 

static state feedback laws for a class of two-time-scale nonlinear systems, whose fast 

dynamics may be unstable or singular. The derived control laws guarantee expo­

nential stability of the fast dynamics and induce a well-characterized inp u t/o u tp u t 

behavior in the closed-loop reduced system. It was established that if the zero dy­

namics of the reduced system is exponentially stable, then the closed-loop system 

is exponentially stable and the discrepancy between the output of the closed-loop 

full-order system and the output of the closed-loop reduced system is of order e. for 

sufficiently small values of e. The proposed control methodology was successfully 

applied to two representative nonlinear chemical processes with time-scale m ultiplic­

ity and its superiority with respect to nonlinear control methods that neglect the 

presence of time-scale multiplicity was documented through simulations.
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Notation

R om an Letters

Cbo =  inlet concentration of the autocatalytic species
Cb i =  concentration of the autocatalytic species in the first reactor
Cb2 =  concentration of the autocatalytic species in the second reactor
Cc =  concentration of the complex in the reactor
Ceq =  inlet concentration of the enzyme
Ce = concentration of the enzyme in the reactor
Cp =  concentration of the product in the reactor
Cso =  inlet concentration of the substrate
Cs = concentration of the substrate in the reactor
Cpm =  heat capacity of the reacting mixture
Eo, E \ , E2. £ 3  =  activation energies
F, F . / 1 , / 2 =  vector fields 
F\. F2, F3 =  flow rates
G ,G ,g i .g 2 =  vector fields associated with the input 
h =  output scalar function
kT =  covector field
k0. k\0, k2o. k30 = pre-exponential constants
Q 1 =  m atrix of dimension n x p associated with the  slow state  vector x
Q 2 = m atrix of dimension p x p associated with the fast state  vector r
Q , Q i . Q 2 = heat inputs to the reactors
r. f =  relative orders in the reduced systems
T b o  = inlet tem perature of the autocatalytic species
Tb \ =  tem perature in the first reactor
TB2 — tem perature in the second reactor
Teo = inlet tem perature of the enzyme
Tr = tem perature in the bioreactor
Tso = inlet tem perature of the substrate
t =  time
u =  input
u. it = auxiliary inputs
Vi-• Vi. V2 = volumes of the liquid holdup in the reactors 
v =  reference input 
x  =  vector of the slow state  variables 
g =  output
r  =  vector of the fast state  variables
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Greek Letters

dk =  adjustable parameters
A ffro • A H r t . A H r2, A H rz =  enthalpy of the reactions 
t  — singular perturbation param eter 
C =  state vector in normal form coordinates
Tj — state  vector in normal form coordinates
fj =  auxiliary variable
<f, f  =  equilibrium manifolds for the fast dynamics in the closed-loop 
1/ =  integer associated with the input in the full-order system
7r =  integer associated with the s ta te  vector z in the full-order system
pm = density of the reacting m ixture 
<pi =  auxiliarv functions

Math Sym bols

Ljh
Ljh
LgLkf l h =
R
IR-
€
T

Lie derivative of a scalar field h with respect to the vector f 
k-th order Lie derivative 
mixed Lie derivative 
real line

i —dimensional Euclidean space 
belongs to 
transpose
standard Euclidean norm
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Chapter 3

C om pensation o f M easurable  

D isturbances for Nonlinear  

Tw o-Tim e-Scale System s

3.1 Introduction

Exogenous measurable disturbances which may vary arbitrarily with tim e are present 

in all practical applications. It is well-known that the presence of disturbances, if 

not taken into account in the controller design, may cause significant degradation of 

the nominal performance and in some instances closed-loop instability. Motivated by 

this, the problem of complete elimination of the effect of disturbances on the outputs 

(known as disturbance decoupling) for standard nonlinear systems has been studied 

extensively. Geometric conditions for the solvability of this problem via static state  

feedback [IKGGMS1] and static  feedforward/static state feedback [MG83] have been 

derived, while the solution of this problem through dynamic feedforward/static state  

feedback [DK93] has also been obtained. Other available results on the treatm ent 

of disturbance inputs deal w ith the use of high-gain feedback to achieve almost dis-
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turbance decoupling (e.g.. [MRvdSSS]). and the use of feedforward compensation in 

the context of exact state-space linearization [CASS]. However, a direct application 

of the aforementioned control methods to multiple-time-scale systems may lead to 

controller ill-conditioning and /o r instability of the closed-loop system due to possible 

slightly non-minimum phase behavior (see remark 2.5).

M otivated by the above realization, the problem of rejection of disturbances for 

linear two-time-scale systems has been addressed using control methods [KC92. 

PB93a]. stochastic control methods (see [KK086] and the references therein), and 

controller design via Lyapunov functions [CGG93]. For nonlinear two-time-scale sys­

tem s with stable fast dynamics, combination of singular perturbation theory and 

adaptive control schemes [TKMK89] has been proposed for this purpose. For non­

linear two-time-scale systems with unstable fast dynamics, an alternative approach 

th a t utilizes combination of singular perturbations and Lyapunov's direct method has 

been proposed in [KhoS9|.

In this chapter, a broad class of two-time-scale nonlinear systems modeled within 

the singular perturbation framework, with measurable time-varying disturbances, is 

considered: these include both systems in standard and nonstandard form. For these 

systems, we synthesize well-conditioned control laws tha t utilize feedback of the full 

s ta te  vector and feedforward compensation of disturbances to exponentially stabilize 

the  fast dynamics and enforce a prespecified inpu t/ou tpu t behavior independently of 

the  disturbances in the closed-loop slow subsystem. Singular perturbation methods 

are employed to establish that the discrepancy between the output of the closed-loop 

full-order system and the output of the closed-loop slow subsystem is proportional to 

the  value of the singular perturbation parameter. Key differences in the nature of the 

control problem between systems in standard and nonstandard form are identified 

and discussed. The stability of the closed-loop system is analyzed using Lyapunov 

functions and precise conditions tha t guarantee boundedness of the trajectories of
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the closed-loop system, for sufficiently small values of the singular perturbation pa­

ram eter. are derived. Finally, the developed methodology is applied to  a catalytic 

continuous stirred tank reactor modeled as a singularly perturbed system in nonstan­

dard form.

3.2 Preliminaries

We will consider two-time-scale nonlinear systems with the following state-space rep-

r o c o n f  a  f  i n n  '

i  = f i ( x )  + Q \(x)z  +gi{x)u  +  Wt (x)d ( 0
e~ =  f 2 {x) + Q 2 {x):  + g2 {x)u + \V2{x)d(t) (3.1)
y  =  h(x)

where x  € X  C IRn and r € Z C IRP denote vectors of state  variables, with A’ and 

Z  open and connected sets which contain the equilibrium point of interest, u € IR 

denotes the m anipulated input, d =  [di(f) • • • d?(t)] 6  IR7 denotes the vector of distur­

bance inputs which are assumed to be measurable and sufficiently smooth functions 

of tim e, and y £ IR denotes the controlled output, and e is a small positive param eter. 

Furthermore, f i ( x ) .  f 2 ( x ). # 1 (1 ). g2 {x), are analytic vector fields. Q i{ x ), Q2 {x) and

W^ar). W2 (x). are analytic matrices of dimensions n x p. p x p and n x q. p x q

respectively, and h{x) is an analytic scalar function. In what follows, for simplicity, 

we will suppress the time-dependence in the notation of the disturbance input vector 

d(t).

Assuming that the system of Eq.3.1 is in standard form i.e.. the m atrix Q 2 {x) is 

nonsingular uniformly in x  £ A . and setting e =  0 . the system of Eq.3.1 takes the 

form:

■r = /l(-r) +  +  g i(?h ‘ + W ^ x j d  (3.2)

M x ) + Q 2 {?)=s + 9 2 (x )u -f W2 {x)d = 0 (3.3)

where denotes a quasi-steady-state for r. The invertibility of the m atrix  Q 2 [x) 

guarantees that the system of algebraic equations (Eq.3.3) adm its a unique solution

4 8
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for z s . of the form:

-s =  — [£?2 (x)]- l [/2 (x ) +  92ix )u +  W 2 (x)d] (3.4)

Substituting Eq.3.4 into Eq.3.2 the following reduced sys tem  or slow subsystem  is 

obtained:
x = F(x) + G{x)u + W{x)d

y  =  *(x) (3 '0)

where y s denotes output associated with the slow subsystem and

F{x)  =  /i(x )  -  Q 1 (x)[Q 2 (x ) ]- 1 / 2 (x)

G{x) = giix ) -  Qi{x)[Q2 {x)}~lg2 {x) (3.6)

H '(x) =  M-’i(x) -  Qi(x)[(5 2 (x)]~1H'2(x)

Note th a t the input u and the disturbance input vector d appear in an affine and 

separable fashion in the system of Eq.3.o because of the linearity in c in the original 

system . To obtain a representation of the system which describes the fast dynamics 

of the  system of Eq.3.1. we define a fast time-scale:

r  =  -  (3.7)
e

In this new time-scale the original system takes the form: 

dx
= c[fl {x) + Q l (x ):  + g l {x)u + lVl {x)d] (3.S)

=  / 2 (x) +  Q 2 (x)x +  <72 (-r  )u +  W2 (x)d  (3.9)U.T

Setting t equal to zero, the following f a s t  subsystem  is obtained:

^  =  / 2 (-r) +  C?2 (-r)~ +  <7 2 (-r)« +  W 2 {x)d (3.10)

where x can be considered approximately equal to its initial value x (0 ) and d constant. 

The affine appearance of the fast state r in the system of Eq.3.10 implies th a t its 

bounded-input bounded-state stability depends exclusively on the eigenstructure of 

the m atrix  Q 2 (x). For the open-loop fast subsystem of Eq.3.10, we assume th a t the 

stabilizability requirement of assumption 2 . 1  holds.

4 9
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In closing this section, we will review the concept of relative order of the output 

y s with respect to the disturbance input vector d for a system of the form of Eq.3 .5 . 

which will be used in our development.

D e fin itio n  3.1 : Referring to the nonlinear system of Eq.3.5. the relative order of

the output ys with respect to the disturbance input vector d is defined as the smallest

integer p for which

[LWi L pf l h ( x ) - - - L w<,LpFr 1h(x)] £  [0 - - - 0] (3.11)

where W* denote the k — th column vector o f  the matrix  H \ or p = cc  if such an 

integer does not exist.

3.3 Formulation of the control problem

We will address and solve the problem of synthesizing well-conditioned control laws 

tha t preserve the two-time-scale nature of the open-loop system, with the following 

objectives for the closed-loop system:

1 . Boundedness of the trajectories

2. The output of the closed-loop system satisfies a relation of the form:

y(t) = y*(t) + 0(e) , t >  0 (3.12)

with ys(t) being the output of the closed-loop reduced system, where a prespec­

ified inpu t/ou tpu t response is enforced independently of the disturbances.

The above requirements will be enforced in the closed-loop system for sufficiently small 

values of the singular perturbation param eter e. The control laws will utilize feedback 

of the state c to stabilize the fast dynamics and feedback of the state  x combined 

with feedforward compensation of disturbances to enforce the desired behavior on the 

output.

5 0
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The above-specified control problem will be initially addressed for systems in stan­

dard form and then for systems in nonstandard form. For systems in standard form, 

it will be established that the requisite control law can be synthesized utilizing ex­

clusively information concerning the original system of Eq.3.1. while for systems in 

nonstandard form it has to be preceded by the feedback regularization of the fast 

dynamics.

3.4 Disturbance compensation for systems in standard form

In this section, we will consider systems of the form of Eq.3.1 in standard form, with 

possibly unstable fast dynamics, i.e.. systems for which some of the eigenvalues of the 

m atrix Q 2 {x) may lie in the open right-half of the complex plane for some x  € -V. 

The instability  of the fast dynamics dictates the need to employ feedback of the state  

c. In particular, motivated by the affine appearance of the fast state  c in the model 

of Eq.3.1. let us initially consider control laws of the form:

u = u + kT(x)z  (3.13)

where kT(x)  is in IRP. and u is an auxiliary input, to achieve stabilization of the fast

dynamics of the system. Under a control law of the form of Eq.3.13. the two-time-scale

system of Eq.3.1 takes the form:

■r =  / i(* )  +  [<?i(-t) +  g \ (x )kT{x)]z + gx(x)ii + \ \ \ { x )d
ei =  / 2 (-r) +  [<?2 (-r) + g2 (x )kT{x)}z + g2 (x)ii +  W 2 {x)d

One can immediately observe that a control law of the form of Eq.3.13 preserves the

two-time-scale nature of the process, and the linearity with respect to the state r . the

auxiliary input u. and the disturbance vector d. Furthermore, performing a standard 

two-time-scale decomposition, one can easily show that the fast subsystem is given 

by:

^  =  / 2 (-r) +  [Q2 {r) + <j2 {x)kT {xj\:  + g2 (x)u + W 2 (x)d  (3.15)
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while the reduced system takes the form:

* =  + 6 ( 1 , 5  + W ''x)d  (3.16)y = h{x)

where

F(x) = f i { x ) - [ Q ^ x )  + g1 {x)kT(x)][Q2 {x) + g2 (x )kT{ x ) ] ' l f 2 (x)

G(x) = gi{x) ~[Qi{x) + g i (x )kT{x)}[Q2(x) + g2 {x)kT{x)}~lg2 {x) (3.17)

M^(x) =  W i { x ) -  [ ( ? i ( x )+ 5 !(x )F (x )][( 5 2 ( x ) + ^ 2 (x)^r (x)]_ 1 i r 2 (.r)

Clearly, the x-dependent control law of Eq.3.13 allows stabilizing the fast dynamics 

of the system  by choosing kT(x) such th a t the m atrix Q2 {x) +  g2 ( x )k T(x)  is Hurwitz 

uniformly in x  6  -V (assumption 2 . 1 ). Proposition 3.1 that follows establishes condi­

tions for the invariance of relative orders r, p. under the control law of Eq.3.13. The 

proof of the proposition can be found in the appendix B.

P ro p o s i t io n  3.1: Consider the two-time-scale system of Eq.3.14• assumed to be in 

standard form. Then, referring to the reduced system of Eq.3.16:

a) the relative order of ys with respect to the auxiliary input u is equal to r, and

b) the relative order of ys with respect to the disturbance input vector d is equal to p.

i f  p < r .

In order to enforce the desired behavior on the output, let us now consider feed­

forw ard/state feedback laws of the form:

ii =  p(x) + q{x)v +  Q (x .f/.d (1). ■ • •) (3.IS)

where p(x). q{x) are analytic scalar functions, with q(x) 0 uniformly in x £ A", 

v is the reference input, and Q is a smooth algebraic function which is nonsingular 

under nominal conditions (x 0 . 0 . • • •) and well-defined and finite for all possible smooth 

functions of tim e d. Given the asym ptotic stability of the fast dynamics of the system 

of Eq.3.14. the control law of Eq.3.18 uses feedback of the slow s ta te  vector x  only, 

to avoid destabilization of the fast dynamics, while dynamic feedforward terms are

5 2
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allowed in order to achieve complete elimination of the effect of d on y in the closed- 

loop reduced system.

Substitution of the control law of Eq.3.18 into the system of Eq.3.1 yields the 

following closed-loop system :

x = i M x ) + 9 \{x)p(x)] +  [Qi(x) + g2 {x)kT{x)): + g l {x)q(x)c  

+gx{x)Q (x. d. d(1) • • •) +  Wi(x)d  

£= = l f 2(x) + 0 2 (x)p(x)] +  [Q*(x) + g2 {x)kT[x)]: + g2 {x)q(x)v  (3.19)

+9 2 {x)Q [ x .d .d (x) • • •) +  W 2 {x)d 

V = h(x)

On the basis of Eq.3.19. it is clear that the control law of Eq.3.1S does not modify 

the two-time-scale nature of the system, and the linearity with respect to the state 

vector c and the reference input v. Employing a two-time-scale decomposition for 

the system of Eq.3.19. it can be easily shown that the closed-loop fast subsystem is 

given by:

= LM*) + 0 2 (*)p(z)] +  [Q2 (x) + g2 {x)k'T{x)}: 
dr  (3.20)

+g2( x) [ q{ r ) v  +  Q (-T- d.  d( l> •••)] +  H''2 (x)rf
and the closed-loop reduced system takes the form:

x = [F(x) +  6 '(.r)p(x)] +  G(x)[qf(x)r +  Q (.r.d ,(/(1) •••)] +  l i r(.r)d .
Vs =  h(x)

where F{x). G(x)  and IF(x) are defined in Eq.3.17. Referring to Eq.3.20. one can 

immediately see that the feedforward/state feedback law of Eq.3.1S preserves the 

stability characteristics of the fast dynamics of the original system. Proposition 3.2 

tha t follows will allow formulating the controller synthesis problem.

P ro p o s it io n  3.2: Consider the two-time-scale system of Eq.3.14, assumed to be in 

standard form. Then, a feedforward/static state feedback control law o f  the form of  

Eq.3.18 preserves the relative order r. in the sense that the relative order of  the output 

y s with respect to the reference input v in the closed-loop reduced system of Eq.3.21 

is equal to r.
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P ro o f: The proof of the proposition involves the application of the two-time-scale

decomposition procedure to the resulting closed-loop system, and the standard argu­

ment for nonlinear systems of the form of Eq.3.21 under feedforw ard/state feedback 

of the form of Eq.3.18 (see e.g. [DK93]). A

The result of proposition 3.2 suggests requesting an inpu t/ou tpu t response of rel­

ative order r  in the closed-loop reduced system. For simplicity, the following linear 

inpu t/ou tpu t response will be postulated:

3- ^ + - - - + A i r + A i ' '  =  r

where flo,---,  3r are adjustable parameters which can be chosen to guarantee in­

p u t/o u tp u t stability in the closed-loop reduced system and enforce desired perfor­

mance characteristics.

Theorem 3.1 tha t follows summarizes the main result of this section. The proof of 

the theorem can be found in appendix B.

T h e o re m  3.1: Consider the two-time-scale nonlinear system of Eq.3.1. assumed to 

be in standard form. Consider also the reduced system of Eq.3.5. and assume that 

p < r. Then, the conditions:

LG$ i { x .d )  = 0. C =  0. l . . . . . r - / > -  1 (3.23)

where

<b((x.d) =  ( ^ 2 dK{t)L\y k +  — \  ( l f  -1- ^ 2
U=0 \k= 1  a t /  \  K= 1

(3.24)

are necessary and sufficient in order for  a control law of the form of Eq.3.18 to induce 

an input/output behavior of  the form of Eq.3.22 in the closed-loop reduced system.
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I f  these conditions are satisfied and assumption 2.1 also holds, the control law : 

u =  [ 1  +  ^ r (-r)[Q2 ( i ) 3- 1S(2 (i)] [firL c L rf l h{x)

• | r -  (x -d-d(l)-■ ■ ■-dik~p)) |  (;3-25> 

+/tr (x)[Q2(3:)]~1[/2(x) + W’2(ar)rfJ + kT{x):

where the feedback gain kT{x) is such that the matrix Q2 {x) + g2 {x)kT{x) is Hurwit: 

uniformly in x  £ X ,

a) guarantees exponential stability of the fast dynamics of the closed-loop system.

b) ensures that the output o f  the closed-loop system satisfies a relation of  the form :

y(t)  =  +  * > 0  (3.26)

for t  sufficiently small, with y s( t ) being the solution of Eq.3.22.

R e m a rk  3.1: The form of the functions defined in Eq.3.24 and the pattern  of the 

conditions of Eq.3.23 can be found in [DK93]. From the result of the theorem, we 

note tha t the verification of the solvability conditions of Eq.3.23 and the evaluation 

of the functions <I>f. C = 0 . L.•• •. r — p — 1 are independent of the selection of the 

feedback gain kT{x) used for the stabilization of the fast dynamics, and thus, can be 

performed on the basis of the open-loop reduced system of Eq.3.5. This fact is an 

immediate implication of the results of propositions 3.1 and 3.2.

R e m a rk  3.2: The feedforward/state feedback law of Eq.3.25 can be decomposed into 

two separate components: the component. kT(x)( :  — £), where £ denotes a control- 

dependent quasi-steady-state for the fast dynamics of the closed-loop system, defined 

as follows:

£ =  A Q 2(x )] - l \ f 2 (x) + g2(x)[f3rL GL rf l h{x)}-l L - j 2 ^ L kFh(x)
 ̂ t k=Q

( x . d . d ilK - . - . S k- p))
k=P

which acts in the fast time-scale and stabilizes the fast dynamics of the system, and

5 5

[0 . ^ 1 )
+  W 2 (x)d

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



the component

A L o L Tf l h(x)]~'  { v -  -  £ * * » - ,
k= 0  <t=p I ^ I

which acts in the slow time-scale and addresses the posed synthesis problem, i.e.. 

induces the desired input/output behavior in the closed-loop reduced system inde­

pendently of the disturbances.

R e m a r k  3.3: In the case of two-time-scale systems of the form of Eq.3.1 with stable 

fast dynamics, i.e.. when the m atrix Qi{x)  is Hurwitz uniformly in .r. there is no 

need to employ feedback of the fast variable to stabilize the fast dynamics and the 

feedforward/feedback law of Eq.3.25 reduces to:

u =  [,3rL GLTf l h{x ) 1 1 1’ -  ^ 3 kL kFh(x)  -  [ x ,d .d (lK- ■ • .d (A'-p)) 1
I t= o  k=p )

(3.29)

Finally, motivated by the available results on disturbance decoupling for standard 

nonlinear systems of the form of Eq.3.5 via static state feedback [IKGGMS1] of the 

form:

u = p{x) + q(x)v  (3.30)

we will now provide necessary and sufficient conditions for the solvability of the control 

problem  formulated in section 3.3. via well-conditioned static state  feedback laws of 

the form:

u =  p{x) +  q(x)v  +  k T{x)= (3.31)

T he main result is given in proposition 3.3 tha t follows (the proof is included in the 

appendix B).

P r o p o s i t io n  3.3: Consider the two-time-scale system of Eq.3.1 in standard form, for  

which assumption 2.1 holds. Consider also the reduced system of Eq.3.5. Then, the

5 6
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conditions i) r < p. and ii) &r (;r)[(5 2 (£)]~1 ̂ ( - r )  =  0 . where 0  /s the zero covector of  

dimension q. are necessary and sufficient in order for  a well-conditioned static state 

feedback law of the form of Eq.3.31 to achieve approximate decoupling of  the effect of  

d on y (in the sense made precise in requirement 2  at section 3 .3 ) with stabilization 

of the fast dynamics in the closed-loop system.

R e m a rk  3 .4 : Condition (?) of the  proposition is expected to  hold for the solvability of 

this problem, since it is necessary and sufficient for the solvability of the disturbance 

decoupling problem via static s ta te  feedback of the form of Eq.3.30 (e.g.. [IsiS9]) 

and the approxim ate disturbance decoupling problem for two-time-scale systems of 

Eq.3.1 with exponentially stable fast dynamics, via the same class of control laws (see 

[LR91]). Condition (ii) of the proposition guarantees that the relative order of the 

output ys with respect to the disturbance input vector d in the reduced system of 

Eq.3.16. say p. is p = p >  r.

3.5 Disturbance compensation for systems in nonstandard 

form

In this section, we will consider two-time-scale nonlinear systems of Eq.3.1 in non­

standard form. i.e.. systems for which the matrix Qi(x)  is singular for some .r 6  A’. 

The direct consequence of the singularity of the m atrix Q 2 (.r) is the absence of a well- 

defined quasi-steady-state for the fast state variables r [I\haS9], and thus, the lack of 

a well-defined open-loop reduced system. Therefore, the results of propositions 3.1 

and 3.2 th a t allowed the verification of the solvability conditions of Eq.3.23 and the 

synthesis of the controller of Eq.3.25 on the basis of the open-loop reduced system of 

Eq.3.5 cannot be recovered. Motivated by this, we will follow a two-step procedure for 

the synthesis of a feedforward/state feedback law that solves the posed problem. In 

the first step, appropriate feedback of the state vector z will be employed to regularize
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the fast dynamics, in the sense of inducing an exponentially stable quasi-steady-state 

for the fast dynamics. In the second step, we will formulate and solve the synthesis 

problem on the basis of the resulting two-time-scale system.

More specifically, we will initially consider a control law of the form:

u = u + kT(x)= (3.321

where kT[x) is a vector field in IRP. and u is an auxiliary input, to achieve regular­

ization of the fast dynamics. Under the control law of Eq.3.32 the system of Eq.3.1

takes the form:

x = f i ( x )  + [<?i(*) +  $i(x)fcr (x)]r + gi{x)u +
£= = f 2 { x ) +  [Q2{x) + g2 {x)kT(x)}: + g2 { x ) u+ W 2 (x)d

Performing a two-time-scale decomposition, the corresponding fast subsystem takes 

the form:

^  =  f 2 { x ) +  [Q2{x) + g2 [x) kT{x)]: + g2 { x ) u + W 2 {x)d (3.34)

while the corresponding slow subsystem is given by:

x  =  F( x)  +  G(x)u  +  W[x)d  .
ya = h(x)  {6-6b)

where the vector fields F{x).  G(x)  and IU(.r) are given in Eq.3.17. It is clear th a t the 

c-dependent control law of Eq.3.32 allows us to regularize the fast dynamics of the 

system by choosing kT(x) in such a m anner so tha t the matrix Q 2{x) -(- g2 ( x ) kT(x)

is Hurwitz uniformly in x  € A’. It is now possible to formulate and solve a  controller

synthesis problem on the basis of the system of Eq.3.33. More specifically, we will 

seek a feedforw ard/state feedback law of the form:

u =  p(x)  +  q(x)v + Q d(1), ---) (3.36)

where p{x).  q(x)  are scalar fields, with q(x) 0 for all x  € A’. Q is a smooth algebraic 

nonsingular function, and v is the reference input. Referring to the system of Eq.3.35,

5 8
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let r and p denote the relative orders of the output y with respect to the auxiliary input

u and the disturbance input vector d. and let the following input/ou tpu t behavior:

dT ys dy3£ _  +  . . .  +  A _ _  +  ^  =  r  (3.37)

be postulated in the closed-loop reduced system.

Theorem 3.2 that follows summarizes the main result of this section. The proof of 

the theorem can be found in appendix B.

T h e o re m  3.2 : Consider the two-time-scale nonlinear system of Eq.3.1. assumed to 

be in nonstandard form. Consider also the nonlinear system of Eq.3.35. and assume 

that p < r. Then, the conditions:

Ld $ e ( x . d ) =  0. C = 0 A . - - . r - p -  1 (3.3S)

where

Z , ( x . d )  = j ^ L ‘r ‘ ( Y d K(I)LA,.  + ^ J  ( i p  +  y x o i * .  +

(3.39)

are necessary and sufficient in order for  a control law of the form of Eq.3.36 to induce 

the input/output behavior of  the form o f  Eq.3.31 in the closed-loop reduced system.

I f  these conditions are satisfied and assumption 2 .1  also holds, the control law:

u = (3f Ld L p h ( x ) ] ~  \ v -  Y , 3 k L kph(x) -  (*. d . S l). • • • . d ^ )
i t = 0  k=p

+ k T(x)=
(3.40)

where the feedback gain kT(x) is such that the matrix Q 2 (0 ') +  g2 ( x ) kT{x) is Hurwitz 

uniformly in x  € A’.

a) guarantees exponential stability of the fast dynamics o f  the closed-loop system,

b) ensures that the output o f  the closed-loop system satisfies a relation of the form :

y[t)  =  y 3(t) + 0 ( e ) .  t > 0 (3.41)

5 9
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for  t  sufficiently small, with y s( t ) being the solution of  Eq.3.31.

R em ark 3.5: The result of theorem  3.3 reveals a fundam ental difference in the nature 

of the control problem between two-time-scale systems in standard and nonstandard 

form. In particular, in the case of systems in standard form the solvability conditions 

of the problem can be checked in the open-loop reduced system of Eq.3.5 since they 

are independent of the feedback gain lcT(x) used to stabilize the fast dynamics. On 

the other hand, in the case of systems in nonstandard form the solvability conditions 

should be checked in the reduced system of Eq.3.35. and thus depend explicitly on 

kT(x)  used to regularize the fast dynamics. These considerations imply that for 

systems in nonstandard form, it is possible, depending on the structure of the system 

under consideration, to select the feedback gain kT(x)  to guarantee stabilization of 

the fast dynamics as well as to ensure that the solvability conditions are satisfied.

R em ark 3.6: In the case of two-time-scale systems of the form of Eq.3.1 in non­

standard  form, one can show th a t the condition r < p is necessary and sufficient 

for achieving approximate decoupling of the effect of the disturbances on the output 

of the closed-loop full-order system via well-conditioned static state  feedback of the 

form of Eq.3.31. Notice that this condition depends explicitly on the feedback gain 

kT(x)  utilized to regularize the fast dynamics, because of the lack of an analogue of 

proposition 3.1 in the case of two-time-scale systems in nonstandard form.

R em ark 3.7: The control algorithms of theorems 3.1 and 3.2 can be directly applied

to two-time-scale systems with e-dependent right-hand side, with the following state-

space description:

x  = f i ( x . ez . e)  + Q-i{x.ez.e)z + gi (x . ez . e)u + Wi{x . ez . e )d  

ez =  R{x . z ) [ f 2(x.ez.e)  + Q 2 {x. ez . e)z  +  g2 (x . cz . e)u  +  IF2 ( r ,  er, e)d] (3.42) 

y = h{x)

where R( x , z )  is a diagonal m atrix of dimension p x p ,  which is positive definite for
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all r  € A \ c € Z.  The reasons for which this is possible were stated  in remark 2 .7 .

3.6 Stability analysis of the closed-loop system

In this section, the stability of the closed-loop full-order system under the derived 

control laws will be analyzed. Our objective is to specify sufficient conditions and 

provide an explicit formula for the calculation of the upper bound on e. such that the 

states of the  closed-loop system are bounded. The presence of time-varying distur­

bances in the model of the system does not allow utilizing standard stability results 

for two-time-scale systems [SKS4. Kha92] (which are concerned with asym ptotic sta­

bility) and requires further analysis of the closed-loop system to show boundedness 

of the states. Theorem 3.3 that follows states the main stability result for two-time- 

scale systems in standard form, under the control law of Eq.3.25 (the proof is given 

in appendix B).

T h e o re m  3 .3 : Consider the two-time-scale nonlinear system with the state-space rep­

resentation of  Eq.3.1, assumed to be in standard form. Then, i f  d(t) and its derivatives 

up to order r — p + 1 are sufficiently small and the following conditions hold:

1 . The roots o f  the polynomial

Jo -t- J\S +  •••-(- 3r$r =  0 (3.43)

lie in the open left-half of  the complex plane.

2. The unforced zero dynamics of  the open-loop reduced system o f  Eq.3.5 is expo­

nentially stable.

there exists an em such that the trajectories of  the closed-loop system under the con­

troller of  theorem 3.1 remain bounded for all e £ (0. e*].

The result of theorem 3.3 also holds for two-time-scale systems in nonstandard form.
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with the second condition imposed on the reduced system of Eq.3.35. The proof of 

this result is completely analogous to the one of theorem 3.3 and thus is om itted 

for brevity. Finally, we note that the stability result of theorem 3.3 holds even in 

the presence of sufficiently small constant param etric uncertainty and unmeasured 

disturbances (see the proof of the theorem for the detailed justification).

3.7 Application to a catalytic continuous stirred tank reac­

tor

In this section, the proposed control methodology will be applied to a representa­

tive chemical process with time-scale multiplicity. Consider the catalytic continuous 

stirred tank reactor shown in Figure 3.1. where a homogeneous reaction .4 —> B  and 

a catalytic reaction .4 —► C  take place. The first reaction leads to the generation of 

the side-product B . while the second reaction leads to the production of the desired 

product C . The inlet stream  F\ consists of pure species A  of concentration C^q. and 

tem perature T_\o. Under the following assumptions:

•  Perfect mixing in the reactor

• Uniform tem perature in the homogeneous and the catalytic phase

• Constant density and heat capacity of the reacting liquid and the catalyst

• The outlet flow rate of the reactor is constant

the process dynamic model consists of the following set of material and energy bal­

ances:

• Reactor mass balance:

^  = F, -  h  (3.44)
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F [ . CA0 . Ta0

F2- C A h  • CB , Cc . T|

F i g u r e  3 . 1 :  A  c a t a l y t i c  c o n t i n u o u s  s t i r r e d  t a n k  r e a c t o r .

6 3

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



•  Mole balance for the species A (homogeneous phase):

•  Reactor energy balance (homogeneous phase):

PhCvh' l t ’ =  V  ~  Th) +  ( - &H h ) k h e x p ( j ^ r ) \ r

—UwA w{Tk -  Tw) -  UcA c(Tk -  Te))

• Mole balance for the species A (catalytic phase):

(3.47)

• Reactor energy balance (catalytic phase):

where Fi. F2 denote the inlet and outlet flow rates. Vy. Vc. denote the volumes of the 

homogeneous and catalytic phase. C\th. Th and C.4 c. Tc denote the concentration and 

tem perature of the species A in the homogeneous phase and catalytic phase, kh. kc. 

Eh- Ec. -±Hh- A / /c denote the pre-exponential factors, the activation energies and 

the enthalpies of the two reactions. A'L. and Uc. Uw denote mass and heat transfer 

coefficients, and A w. Ac denote the surface of the wall and the catalyst.

The control objective is the regulation of the tem perature of the catalyst by ma­

nipulating the inlet flow rate in order to m aintain the generation of the  product 

species C  at the desired level. The inlet concentration and tem perature of the species 

A. C . 4 0  and T 4 0 . respectively, as well as the wall tem perature Tw are assumed to be 

the measurable disturbances. The values of the system parameters and the corre­

sponding steady-state values of the system variables are given in Table 3.1. It was 

verified tha t these conditions correspond to a critically stable equilibrium point (the 

holdup of the homogeneous phase acts as an integrator). The process exhibits two- 

time-scale behavior owing to the large heat capacity of the catalytic phase (i.e. the

6 4
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= 5 0 0 . 0 It m i n ~ l
Cph = 0 . 2 3 1 kcal kg~l A ' - 1

CF« = 2 . 3 1 kcal kg~x K ~ l
PH = 0 . 9 kg It
P-. = 9 0 . n kg It
KcAr = 1 6 1 8 . 0 It m i n ~ l
UrAr 6 6 6 7 . 0 kcal m i n ~ l [ \ ~ l
C W .Ar = 3 4 0 . 0 kcal m i n ~ l A ’ - 1
R zz 1 . 9 8 7 kcal kmol~ l A " - 1
kh = 1 6 4 . 6 8 It mol~lm i n ~ l
Ek 8 . 0  x  1 0 3 kcal kg~ l
kc = 2 0 0 0 . 0 m in ~ l
Ec 9 . 0  x  1 0 3 kcal kg~ l
A  Hh 6 9 . 2 0 0 6 kcal kmol~ 1
A  Hr = - 9 9 . 0 7 8 1 kcal kmol~ 1
Vc = 1 4 5 . 1 It
v, = 1 0 0 0 . 0 It
C.Ah = 5 . 0 mol l t~ l
Th = 6 9 0 K
C Ac = 3 . 7 5 mol l t~ l
T. 7 2 0 K
Eu = 5 0 0 It m i n ~ l
C aoi = 1 0 . 0 mol l t~ l
Taos = 3 0 5 . 0 K
T*, 3 1 0 . 0 K

T a b l e  3 . 1 :  P r o c e s s  p a r a m e t e r s  a n d  s t e a d y - s t a t e  v a l u e s

6 5
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term  pc<̂pc th a t multiplies the time-derivative of the catalyst tem perature is large). 

This implies th a t V>. C.4 h. 7/,, C.4 e are the fast process variables, while Tc is the slow 

process variable (this fact was also validated through open-loop simulations). It was 

also verified th a t the process exhibits slightly non-minimum phase behavior, i.e.. its 

zero dynamics exhibits a two-time-scale behavior with critically stable fast dynamics 

(the fast process modes are part of the zero dynamics modes). In order to obtain a 

singularly perturbed representation of the process, where the partition to slow and 

fast variables is consistent with the dynamic behavior of the process, the param eter 

e is defined as:

e =  —  =  0 .0 4 S A A  (3.49)
pcCpc A cal

Setting:

X x = T c. Zi = l r ,  c2 =  C 4 h, C3 =  7ft, Z4 = C a c. U = F\ — F\s

— C-AQ ^AQsi ^2 7̂ 40 ^AOs* ^3 — Tm y — X\* t =
PcCpc

the original set of equations can be put in the following singularly perturbed form 

(where the time-derivatives are taken with respect to t):

i \  =  ^ ^ { = 3 - X i )  +  ( - A H c ) k c e x p ( - ~ ) : 4
Vc f ix  j

CZ\ =  u

C-2 = —------------------ k h e x  p(~^--- )-l + ( — Fla — I \ c Ac )~2  + Al-.4cC3ri \  f ir 3

+(C^o — ~2 )u +  F\sd\)

c i3  =  ^ ( f 1s(TA0 - = 3 ) - ^ L( = 3 - T ws) - ^ ( z 3 - X 1) 
-1 V PhCPh PhCPh

(3.50)

, ( - A Hh)l , - E h ^  , /rr x r  j  , LrwAw j \
-)------------- fchexp(-—---- ) î +  (l.4o ~  ~3)U +  F\sd.2 -i-----------o3

PhCph A r3 Phcph /
F CA C I \CA.C ^ c w

e- 4  =  7 7  : 2 +  (----7-. Kc exp( -5 —  ) )r4V c V c R.X 1

From the structure  of the differential equation of in the above system, it is clear 

tha t fast dynamics of the process are singular i.e. there exists no well-defined quasi-
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steady-state for the fast state vector c (this is an implication of the assum ption that 

the outlet flow rate is constant). Since the process is in nonstandard form, the two- 

step procedure of section 3.5 will be followed for the synthesis of the controller. In 

the first step, the regularizing feedback law of the form:

u =  u — (3.51)

was used to transform the original two-time-scale system into a new one in standard 

form with exponentially stable fast dynamics. Under this prelim inary feedback the 

original system takes the form (where the time-derivatives are taken w ith respect to 

t ):

x  i

C'l

ez2

£-3

Setting e =  0 in the above system and using the fact that for a physically meaningful 

problem ct =  I j. > 0. the following set of differential and algebraic equations can be

67

=  ~ 7T 1 (=3 - J i )  +  { - A H c)kc exp{-J ^ ) : 4
V c f i x  i

=  —Cl +  u

=  7~ ^ ls C - to s  +  ( c ^ o  — Z2 — kh exp( j  ci -f ( — FXs — I \ c A c ) = i

+  I \ c A cZ3 a  (C.40 — Z2 ) ii + F \ 3d \ )

= -  ( f u (Tm  -  c3) -  ———— ( - 3  -  Tws) -  ———~(-3  -  Xi) +  (Tao -  r 3)«
~1 \  PhcPh PhcPh
, , ( - A H h)kh , - E h , \  , n J , F WA WJ \

+  I T.\o ~  ~3 H------------------- exp( —— ) Ci +  Fijflo H------------ d3
\  PhCPh 3 /  Ph cph )

F CA C {  k c A c , ~ E C ^= - k^ p i — ) j =4

(3.52)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



obtained:

i \  =  -  x x) + { - A H c)kc exp{-J^- )= 4s
Vc &  1

0 =  F u C a Os +  (C.AO -  ~2a ~  k h eXP( “ +  ( “ Ala ~  K c A c)=2s

+  A c ^ c - 3 a  +  (C .4 0  — ^ 2 a ) ^  +  A ’i s d 1

0 =  Fls(TA0- z 33) - ^ ^ ( = 3s- T ws) - ^ ( = 3 s - x l ) (:i5:3)
Phcph Ph.cPh

, ( ( - A H h)kh ( - E h , \  . , n , ,
+  ---------------exp(-— ) u +  F ls</2 +  d3

V PhCPh K~3s )  PhCph
I \ CA C (  I \CA C —E c ^

0  =  - 7 7 — - 2 a + --------77 fccexp( —— ) ] ~4 sVe “  V v ;  c r ' R x x

Owing to the nonlinear appearance of the algebraic variable r 3s in the above model, 

the equilibrium manifold of the fast dynamics is of the form zs = g ( x x. C1. d 1 . d 2 .d 3 ). 

where g is a smooth vector function. The slow subsystem takes then the form:

FCA C
x x =  - j r L{g3 { x i . u .d x.d 2 ,dz) -  x x)+

_ Ec (3-54)
{ - A H c)fccexp{——  )g4 {xx. u, dXl d2. d3) = : V { x x.u . d x.d 2 . d 3)

R x  1

where <73 =  z3s. g4 = z4s. and V { x x. u . d x.d 2 .d 3 ) is a nonlinear function. On the 

basis of this system, it is clear that the relative orders are r  =  1. p =  1. Due to the 

nonlinear dependence of the auxiliary input u and the disturbances d x.d 2 .d 3 in the 

system  of Eq.3.54. the synthesis formula of theorem 3.2 could not be readily used. 

Instead, the auxiliary input 11 was computed numerically by solving the  nonlinear 

equation T>{xx. ii.dx.d 2 .dz) =  -----------  for u. so tha t the following response:

t3iys + j 0 ys =  V  (3.55)

is enforced in the closed-loop reduced system, where the parameters do, di were chosen 

to be:

do =  1.0 , d  1 =  1-87 min  

Several simulations were performed to evaluate the performance of the controller.
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In the first set of simulation runs, we addressed the capability of the controller to 

m aintain the output of the system at the operating steady-state in the presence of 

the following step disturbances dx =  —O.S m o l / l t . d2 =  —5.0 A'. d3 = 5.0 A', imposed 

at t =  0 min .  The corresponding output and input profiles are shown in Figure

3.2; clearly, the controller guarantees stability of the fast dynamics and regulates the 

output at the steady-state, attenuating the effect of the disturbances. In the next 

set of sim ulation runs, we evaluated the reference input tracking capabilities of the 

controller in the presence of the above constant disturbances. A 10 A' increase in the 

value of the reference input was imposed at tim e t =  0 min.  Figure 3.3 displays the 

output and input profiles. The performance of the controller is excellent, guaranteeing 

the stability of the fast dynamics, regulating the output at the new reference input 

value and compensating for the effect of the disturbances. For the sake of comparison, 

we implemented the controller without measurements of the disturbances. Figure 3.4 

depicts the output and input profiles. One can immediately see that the controller 

cannot a ttenuate  the effect of the disturbance leading to offset. A feedforward/state 

feedback controller [DK93] synthesized on the basis of the original two-time-scale 

system was also employed in the simulations. Figure 3.5 shows the output profile and 

the profile of the volume of the reactor. Clearly, this controller leads to instability 

of the closed-loop system because the process exhibits a slightly non-minimum phase 

behavior.

In the next set of simulation runs, we evaluated the capability of the controller 

to keep the output of the system at the operating steady-state in the presence of 

time-varying disturbances. In particular, the following disturbances were imposed at 

t =  0 min:

2“ 2 7T 2 7T
dx =  —0.8 4- 0.5sin( —  t) mol/l t  . d2 =  —5.0 +  s in{— t) K  . d3 = 5.0 +  s i n ( — t) A'

where T  = 0.2 min.  Figure 3.6 shows the output and input profiles. Clearly, the

6 9
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controller performance is very satisfactory guaranteeing the stability of the fast dy­

namics. regulating the output at the steady-state and attenuating the effect of the 

disturbances. Finally, the servo behavior of the controller was evaluated in the pres­

ence of the above time-varying disturbances. Figure 3.7 illustrates the resulting out­

put and input profiles. As expected, the controller stabilizes the fast dynamics, while 

regulating the output at the new reference input value and attenuating the effect of 

the disturbances on the output.

R e m a rk  3 .8: Note tha t the implementation of the controller requires measurements 

of the volume of the reactor and the tem perature of the catalytic phase for the feed­

back component, and measurements of the three disturbances for the feedforward 

component. It is im portant to compare these requirem ents with the ones of control 

methods that do not take explicitly into account the multiple-time-scale behavior 

exhibited by the process under consideration. For example, let us consider a feed­

forw ard/state feedback controller synthesized on the basis of the full-order system 

[DK93]. The explicit form of the controller takes the form: 

u =  [32LgiL f l h( x) ] ~l

l i j  -  30h{x)  -  3 \ [ Lf l h(x)  +  LQ^h{x):  +  J 2 L \ v « L f l k ( x ) dK{t)}
I K=1
- 3 2[ L) J i{x ) +  L Ql L f l h ( x ) :  +  { Lf l L Ql h( x)  +  L q J i(x ) +  Lgi LQl h( x ) ) :  

[ LQih { x ) ( f 2{x)  +  Q 2{x ):  +  H-'2(-rW)j ]

(3.56)

which becomes singular as e —► 0. It can be also easily verified that the implementa­

tion of this control law requires measurements of the full state  vector of the process 

(feedback component) as well as measurements of the three disturbance inputs (feed­

forward component). This includes measurements of concentrations of the species A 

both in homogeneous and catalytic phase, which are difficult to obtain in practice. 

A
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From the results of the simulation study and the observations of rem ark 3.S. it is 

obvious that the consideration of the two-time-scale nature of the process in question 

at the modeling and control level, allows simplifying the synthesis and im plem entation 

of the control system as well as controlling effectively the process.

3.8 Conclusions

In this chapter, a class of nonlinear two-time-scale control systems with external time- 

varying disturbances was considered. Systems in both standard and nonstandard form 

were studied. For such systems, we synthesized well-conditioned feedforw ard/state 

feedback laws tha t guarantee exponential stability of the fast dynamics and induce 

a prespecified inpu t/ou tpu t response in the closed-loop system independently of the 

disturbances in the limit as e —► 0. Utilizing singular perturbation m ethods, we estab­

lished tha t the discrepancy between the output of the closed-loop full-order system 

and the output of closed-loop reduced system is of 0 (e ), for sufficiently small values 

of the singular perturbation param eter. We also identified and discussed fundam ental 

differences in the nature of the control problem between systems in standard and non­

standard form. Lyapunov's direct method was used to study the stability  properties 

of the closed-loop system and derive precise conditions that guarantee boundedness 

of the trajectories. Finally, the derived control methodology was successfully imple­

mented on a catalytic reactor, modeled by a singularly perturbed system  in nonstan­

dard form. Comparison with an inversion-based control method, which does not take 

into account the time-scale multiplicity exhibited by the process, established th a t the 

developed control methodology yields significantly superior performance.

11
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Notation

Rom an Letters

A c =  surface of the catalyst
A t =  surface of the reactor
C.4 o =  inlet concentration of the species A
C.\h — concentration of the species A  in the homogeneous phase
0 Ac =  concentration of the species A  in the catalytic phase
Cp/i =  heat capacity of the homogeneous phase
CpC =  heat capacity of the catalytic phase
Eh- E c =  activation energies
d =  disturbance input vector
F .F .  f i ,  f 2 =  vector fields 
F\ =  inlet flow rate
F2 =  outlet flow rate
G . G . g \ , g 2 =  vector fields associated with the manipulated input 
h =  output scalar function
K c = mass transfer coefficient 
lcT =  covector field 
kh-kc =  pre-exponential constants 
L =  Lyapunov function
Q 1-Q 2 =  matrices associated with the fast s ta te  vector -
r. f =  relative orders with respect to the input in the reduced system
S  =  m atrix
Taq =  inlet tem perature of the species A 
Th =  tem perature of the homogeneous phase 
Tc =  tem perature of the catalytic phase 
Tw =  tem perature of the wall 
I = tim e
L'c. i ' w = heat transfer coefficients 
u = input
u. u = auxiliary inputs
V’ =  Lyapunov function
\/r =  volume of the homogeneous phase
V; =  volume of the catalytic phase
M' W \  W i . If*2 =  matrices associated with the disturbance inputs 
x =  vector of the slow state variables 
y =  output
ys =  output associated with slow subsystem 
c =  vector of fast state variables

7 8
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Greek Letters

3k =  adjustable param eters
A H h.A H c  =  enthalpy of the reactions
t  =  singular perturbation param eter
£, Cs =  state vectors in normal form coordinates
77 =  state vector in norm al form coordinates
rjf = fast state vector
£.£: =  equilibrium steady-states for the fast dynamics in the closed-loop system 
p, p. p =  relative order w ith respect to the disturbance vector in reduced system 
Ph =  density of the homogeneous phase 
pc =  density of the catalytic phase 
<5,. <£, =  auxiliary functions

=  matrices of sm ooth functions 
v .  'f . 'P =  auxiliary functions 
ft =  Lyapunov function 
ft =  compact set

M ath Sym bols

L f h = Lie derivative of a scalar field h with respect to the vector field f
L)h = k-th order Lie derivative
L , L ) - ' h = mixed Lie derivative
IR = real line
IR1 = i —dimensional Euclidean space
6 = belongs to
T transpose
H = standard Euclidean norm
0 = zero covector of dimension q

7 9
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C hapter 4

R obust Control o f N onlinear  

T w o-T im e-Scale System s

4.1 Introduction

All practical control systems must be robust with respect to uncertainty. Uncer­

tain time-varying variables arise naturally in chemical engineering applications from 

unknown or partially known process param eters (e.g. heat transfer coefficients, ki­

netic constants, etc.) and unmeasured disturbance inputs (e.g. concentration of 

inlet stream s). It is well-established that controllers that guarantee offsetless output 

tracking and stability in the nominal closed-loop system, may lead to poor transient 

performance, offset and even closed-loop instability in the presence of uncertain vari­

ables. The traditional approach followed to ensure asymptotic offsetless rejection of 

uncertain variables is to incorporate integral action in the controller. This approach 

is adequate in the case of constant uncertain variables but it may lead to severe failure 

in the presence of time-varying uncertainty.

Motivated by this, the design of robust controllers that are capable of coping 

with uncertain time-varying variables has received considerable attention in the past.

80
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Research initially focused on the development of robust control methods for linear 

systems in the frequency-domain (see [MZS9] for example), including H x . //-synthesis, 

etc.. More recently, the state-space counterparts of the Hx  frequency-domain results 

have been developed (see for example [DGKF93]). This m otivated research on the 

extension of H00 control methods to certain classes of uncertain nonlinear systems. 

In this direction, theoretical results have been derived (e.g. [vdS92. PB93b]). but 

their practical applicability is still in question because the explicit construction of the 

controllers requires the analytical solution of nonlinear partial differential equations. 

The interested reader may refer to  [ARG94] for a critical analysis on the applicability 

of nonlinear H°° control m ethods to engineering applications. Recently, adaptive 

control schemes [SI89. TKKS91] have been proposed. The main disadvantage of this 

approach is tha t the uncertainty is assumed to be tim e-invariant, which significantly 

restricts the practical applicability of these methods.

An alternative approach for the synthesis of robust control systems for linear/ 

nonlinear uncertain systems is based on Lyapunov's direct m ethod. The basic idea is 

to design a controller, utilizing the knowledge of certain bounding functions on the 

size of the uncertainty, so that the  time-derivative of an appropriate Lyapunov func­

tion calculated along the trajectories of the uncertain closed-loop system is negative 

definite as long as the state of the system is larger than a constant which can be made 

arbitrarily  small by suitable choice of controller parameters. This guarantees tha t the 

u ltim ate discrepancy between the output of the closed-loop system and the reference 

input is arbitrarily small. This idea was originally proposed in [CLS1] and was further 

explored for robust controller design (see e.g.. the review papers [Cor93. Lei93]). For 

single-input single-output input-output linearizable nonlinear systems, combination 

of this approach with geometric control schemes was studied in [KP8S. AC92, RT93].

For uncertain two-time-scale nonlinear systems with stable fast dynamics, an ap­

proach that utilizes a combination of singular perturbation m ethods and adaptive

81
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control schemes has been proposed by [TKMKS9. KKM92]. For the same class of 

system s, an alternative approach that utilizes a combination of singular pertu rba­

tion theory and controller design via Lyapunov functions to derive robust controllers 

has been developed by [CorST, KhoS9]. For linear singularly perturbed systems with 

time-varying uncertainties for which the  feist dynamics may be unstable, a class of 

nonlineax composite controllers, synthesized using Lyapunov's direct m ethod, was 

recently proposed by [CGG93]. For linear systems, other available results concern 

the  use of H°° control methods [KC92. PB93a] and stochastic control m ethods (see 

[KK086] and the references therein) for robust controller design.

In this chapter, we consider a broad class of uncertain singularly perturbed nonlin­

ear systems. The uncertainty is allowed to be time-varying. We assume that the  fast 

subsystem  is stabilizable and the slow subsystem is input/output linearizable with 

ISS inverse dynamics. For such systems, we synthesize continuous, possibly time- 

varying. state  feedback controllers tha t guarantee boundedness of the trajectories 

of the closed-loop system and achieve arb itrary  degree of asym ptotic a ttenuation  of 

the  effect of uncertainty on the output, for initial conditions and uncertainties in an 

arbitrarily  large compact set. as long as the singular perturbation param eter is suffi­

ciently small. Our main result is based on a recent result concerning the robustness 

of the input-to-state stability property with respect to uniformly globally asym ptot­

ically stable singular perturbations, developed by [CT95], which is reviewed a t the 

end of appendix C (see also [CT96]) and uses calculations similar to those used in 

the  derivation of the ISS nonlinear small gain theorem established by [ZPTP95] (see 

also [Tee96]). The explicit construction of the controller requires the knowledge of 

upper bounds on the size of uncertainty. Key differences in the nature of the m atch­

ing condition of our method, between singularly perturbed systems in standard  and 

nonstandard form are also identified and discussed. In the case of two-time-scale sys­

tem s with stable fast dynamics, our main result establishes a fundamental robustness
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property of a controller synthesized on the basis of the low-dimensional slow model, 

w ith respect to both the paxametric uncertainty and the fast (unmodeled) dynamics. 

The developed control methodology is applied to a typical chemical reactor example 

w ith time-scale multiplicity and uncertainties, and its performance and robustness 

characteristics are evaluated through simulations.

4.2 Notation and facts

•  | • | denotes the standard Euclidean norm. sgn{-) denotes the sign function, and 

Id denotes the identity function.

• For any measurable (with respect to the Lebesgue measure) function 0 : IR>0 —* 

IRm. ||0 || denotes ess.sup.|0(f)|. t > 0.

•  A function IF : IRn —► IR>0 is said to be positive definite if IF (x) is positive for

all nonzero x and is zero at zero.

•  A function IF : IR" —► IR>0 is said to be proper if IF ( j)  tends to -t-oc as |.r| 

tends to +oc.

•  A function ^ : IR>0 —► IR>o is said to be of class I\ if it is continuous, increasing

and is zero at zero. It is of class A’̂ .  if in addition, it is proper.

•  A function 3 : IR>0 x IR>0 —♦ IR>0 is said to be of class I\ L if. for each fixed

t. the function 3(-.t)  is of class A* and. for each fixed s. the function 3(s.-)  is

nonincreasing and tends to zero at infinity.

•  For any function of class Aoc . its inverse function is well defined and is again 

of class A’,*,.

•  A m atrix A(x) of dimension n x n is said to be Hurwitz uniformly in x  € IR" if

there exists a positive real number c such tha t /2e[At(A(x))] < —c, i = 1. • • • ,n

8 3
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for all x  € IR". where A, denotes the i-th eigenvalue of the m atrix.

• Let A  and B  be two m atrices of dimensions n x x /?_> and n 2 x n x respectively,

and let / niX„r  also denote the identity matrices of dimensions /ij \

n 2 x n 2. Then, the following identity holds:

det{Ini xni +  A B )  = det{In2Xn2 +  B A )  (4.1)

•  Let x  € IRn. y € IR" be two vectors and A  € IR"xn be a m atrix , then if <Tmaj.{.4}.

c m,n {A} denote the maxim um  and minimum singular values of .4. the following

relations hold:

x T Ay < crmax{/4}|x||j/|. - x TAy  < -CTmin{.4}|x||.y| (4.2)

4.3 Preliminaries

We will consider uncertain singularly perturbed nonlinear systems with the following

state-space description:

x =  /i(x .0 (< )) +  Qi(:r.0(O)= +  0 i ( j \ 0 (O)u
ei =  f 2 (T . 6 {t)) + Q 2 {x.9{t))z + g2 { x J { t ) ) u  (4.3)
y = h{x)

where x  € IR" and r € IRP denote vectors of state variables, u € IR denotes the 

input. 9 € IR9 denotes the vector of the uncertain (possibly time-varying) variables. 

y € IR denotes the output (to be controlled), and £ is a small param eter which can 

be interpreted as the speed ratio of the slow versus the fast dynamical phenomena of 

the system. The vector of uncertain variables 8  may include time-varying param et­

ric uncertainties and/or unmeasured exogenous disturbances. The vector functions 

f x( x . 9 ). / 2(x .$ ). gx{x . 8 ) and ^2(r .0 )  are sufficiently smooth. an^ <?2 (x . 0 )

are sufficiently smooth matrices of appropriate dimensions, and h(x)  is a sufficiently 

smooth scalar function. Our assumptions will impose among other things tha t the

8 4
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output y and the input u in the system of Eq.4.3 are in deviation variables, and tbe­

rate of change of the uncertainty. 8 . is bounded.

Setting e =  0 and assuming that the m atrix Q 2 (x.9)  is invertible uniformly in 

x £ IR". 8  £  IR7 (this assumption will be removed later), the system of Eq.4.3 takes 

the form:

x  =  f i ( x .9 )  +  Q x(x .0)zs + gx(x.9)u  (4.4)

f 2 (x. 9) + Q2 {x .0 )zs +  g2 {x. 8 )u =  0 (4.5)

where z3 denotes a quasi-steady-state for the fast state vector r . The fact that the 

m atrix Q 2 {x. 9) is invertible implies th a t the algebraic equation (4.5) adm its a unique 

solution of the form:

= 3  =  -[£? 2 (z. 0)]-1 [/2(r. 9) 4- g2 (x. 0)u] (4.6)

Note th a t the quasi-steady-state z 3 is an explicit function of the uncertainty vector 0

which implies th a t the exact value of the  vector z 3 is not known. Substitu ting Eq.4.6

into Eq.4.4. the following dynamical system is obtained:

x  = F{x .0)  + G{x.9)u .
y =  hix)  (4' ,)

where
F[x.O) = fi (x .B)  -  Q i ( x . 8 )[Q2{x . 6 )}-l f 2 { x . 8 )
G {x . 8 ) = gx( x . 8 ) -  Qi{x .9)[Q2{x.9)]-lg2 (x,0)

The dynamical system of Eq.4.7 is called the reduced sys tem  or slow subsystem.  

Note tha t the control u appears linearly in the above system which is an implication 

of the linearity in z in the original system.

The inherent two-time-scale behavior of the system of Eq.4.3 can be analyzed by 

defining a fast time-scale:

r  =  -  (4.9)
£

In this new time-scale the original system takes the form:

^  =  e[fi{x.9)  +  Q x(x .9)z  +  gx(x.9)u] (4.10)

8 5
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—  =  f 2 (x.9) + Q 2 (x .9)z  + g2 (x.0)u  (4.11*
dr

Setting e equal to zero, the following system is obtained:

y 1 =  f 2 {x.9) + Q 2 (x .9)z  + g2 (x.0)u  (4.1:2)
dr

where x  can be considered equal to its initial value x(0) and 9 can be viewed as

constant. In what follows, we will refer to the dynamical system of Eq.4.12 as the

f a s t  subsystem.

In this work, we are dealing with systems of the form of Eq.4.3 for which the 

m atrix Q 2 {x. 9) may be singular or possess eigenvalues in the right-half of the complex 

plane for some x  € IRn. 9 € IR7. The following assumption states our stabilizability 

requirement on the open-loop fast subsystem of Eq.4.12.

A ssum ption 4.1: The pair [Q2 {x.0) is stabilizable uniformly in x  € IR".

9 € IR7. in the sense that there exists a co-vector field kT(x) such that the matrix 

Q 2 ( x . 0 ) +  g2 (x. 9)kT(x) is Hurwitz uniformly in x  6 IR". 9 € IR7.

In closing this section, we define what is meant by input-to-state stability for a system 

of the form of Eq.4.7.

D efinition 4.1 [Son89]: The system in Eq.4-7 (with u = 0 ) is said to be ISS with 

respect to 9 if there exist a function 3 of  class KL and a function -> of class A" such 

that fo r  each x 0 € IR" and for  each measurable, essentially bounded input 0(-) on

[0. oo) the solution of  Eq.4-7 with x(0) =  x 0 exists for  each t > 0 and satisfies

MOI < rf(|:r(O)|.f) +  7 (||0 ||) . V / > 0  (4.13)

4.4 Problem statement-Approach

In this chapter, we address and solve the problem of synthesizing well-conditioned 

continuous, possibly time-varying, static state  feedback controllers tha t preserve the
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two-time-scale nature of the original system, with the following objectives for the 

closed-loop system:

•  Boundedness of the trajectories of the closed-loop system

•  A rbitrary degree of asym ptotic attenuation of the effect of the uncertainty on 

the output

•  Robust output tracking for changes in the reference input

T he above requirements will be obtained for e sufficiently small.

The approach followed for the  synthesis of the controller is essentially a two-step 

one. In the first step, we take advantage of assumption 4.1 to design a preliminary 

control law th a t transforms the original singularly perturbed system of Eq.4.3 into a 

new singularly perturbed system in standard form with globally exponentially stable 

fast dynamics. In the second step, we synthesize a control law that uses feedback of 

the  slow state  vector x only and utilizes the knowledge of upper bounds on the size 

of uncertainty to achieve robust ou tpu t tracking with arbitrary degree of asymptotic 

a ttenuation  of the effect of uncertainty on the output. It is established th a t the 

resulting controller enforces the requested three properties in the closed-loop system, 

provided tha t the singular perturbation param eter e is sufficiently small.

4.5 Robust controller synthesis

In this section, we will develop a solution to the state feedback control problem, spec­

ified in the previous section, for uncertain singularly perturbed nonlinear systems of 

the form of Eq.4.3 for which the m atrix Q^x.O)  may be singular or possess eigen­

values which lie in the right half of the complex plane, for some x  E IR", 6  6 IR9.

M otivated by the affine appearance of the fast variable r in the model of Eq.4.3, we

8 7

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



will initially consider control laws of the form:

u =  u + k T(x)z  (4.141

where kT{x) is a vector field on IRn and ii is an auxiliary input. The control law 

of Eq.4.14 allows stabilizing the fast dynamics of the system of Eq.4.3 by choosing 

appropriately the gain kT(x) (see assumption 4.1).

Under a control law of the form of Eq.4.14 the system of Eq.4.3 takes the form:

x  =  f i ( x . d )  + [Qi{x.9) + g i{x .9 )kT{x)]z + gx[x.9)u
tz  =  f 2 ( x . 6 ) +  [Q2{x.9) + g2 {x .9 )kT{x)\z + g2[x.9)i'i

One can immediately observe that a control law of the form of Eq.4.14 preserves 

the two-time-scale nature of the original system, and the linearity with respect to the 

s ta te  r and the auxiliary input u. Furthermore, performing a standard two-time-scale 

decomposition, one can easily show that the fast subsystem is given by:

7 1 =  h ( x . 9 )  +  [Qi{x>9) + g2 (x .0 )kT{x)}z + g2 {x.0)u  (4.16)
(xT

Clearly, the control law of Eq.4.14 guarantees the stability of the fast dynamics if the 

gain kT(x) is chosen in such a manner so th a t the m atrix Q 2 {x,9) +  g2 (x .9 )kT(x)  is 

Hurwitz uniformly in j  € IR”. 9 € IR9. Note that this is always possible because of 

assumption 4.1.

The reduced system corresponding to the singularly perturbed system of Eq.4.15 

takes the form:
i  =  F ( r  6 ) + G(x .e)u
y =  h(x)

where

F(x.O)  =  f i ( x . 9 )  -  [Qi(x.9) + gl (x .9 )kT(x)][Q2(x .9)  +  g2 (x. 0)kT(x)]~l f 2{x. 0) 
G{x.9)  =  gi(x .9)  -  [<2i(x.0) +  £ !(* .0)A-r (x)][(22U.0) + g2 (x .0)kT(x)}~lg2 (x .0)

(4.18)

The usual approach followed for the design of stabilizing controllers for uncertain 

nonlinear systems of the form of Eq.4.17 involves two steps: first, the derivation of
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bounds (in term s of continuous functions) for the uncertainty: second, the design of 

a robust controller for the system of Eq.4.17 via Lyapunov's direct method, utilizing 

the bounding functions for the uncertainty. This approach was originally proposed by 

[CL81]. and was further developed by [KhoS9]. However, there are certain disadvan­

tages associated with this approach. First, the actual construction of the controller 

requires the existence and knowledge of a nonlinear Lyapunov function for the nomi­

nal system. Second, there are certain matching conditions tha t the uncertainty vector 

6  has to satisfy for the applicability of this method. From the aforementioned dif­

ficulties. it is clear th a t the first one poses fundam ental lim itations on the practical 

applicability of this method, while the second one may or may not pose restrictions 

depending on the specific structure of the system under consideration. Motivated by 

the above considerations, research efforts have focused on the design of robust con­

trollers using Lyapunov's direct method for uncertain systems of the form of Eq.4.17 

with weaker m atching conditions (e.g.. [Qu93]).

In what follows, we consider the synthesis of robust nonlinear control laws for 

systems of the form of Eq.4.17. The central differences with the above-mentioned 

robust controller design methods are that the synthesis of the controller does not 

require the existence of a nonlinear Lyapunov function for the nominal system, while 

the matching condition required for the application of this theory is different, than 

the standard one employed in [CLS1].

We now proceed with the design of the controller. Motivated by the requirement 

of output tracking with attenuation of the effect of the uncertainty on the output, 

we initially assume that there exists a coordinate transformation th a t renders the 

system of Eq.4.17 in a partially linear form. O ur requirement is precisely formulated 

in assumption 4.2 tha t follows:

A ssu m p tio n  4 .2 : The vector of  uncertain variables 9(t) is absolutely continuous,

8 9
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and  there exists an in teger f  and a set o f  coordinates:

Ci h(x)
C2 Lp-h(x)

Cr* =  A'(x.5) = L ff lh(x)
Vi

TJn—r \ n —f  ( 27. 8)

(4.19)

where \ i ( x .0 ) .  • • ■. \„_ f(:r .0 ) are scalar functions such that the reduced system of 

E q . f . l l  takes the form:

( .1 =  C2

(4.20)

Cr —1 — Cf

6 = L^hiX-H^.rjJ^ + LcL^hiX-^Cy.enu  
m  =  tyiiC.Ti.oJ)

Tin_r- =  T?. O )
y  =  Ci

where L ^ U f 1 h(x)  ^  0 for  all x € IR". 8  € IR9. Moreover, for each 9 € IR9. the states 

c. J] are bounded i f  and only i f  the state x  is bounded.

R e m a rk  4.1 : We note tha t assumption 4.2 implicitly includes the m atching con­

dition of our theory. Notice that this condition is different than the standard one 

which restricts the uncertainty vector 8  to lie in the span of the vector field G{x.9)  

[TKMKS9. CGG93]. Specifically, it allows handling a larger class of uncertain inputs 

than the standard one. but requires posing a stronger stability requirem ent on the 

inverse dynamics of the system of Eq.4.20 (see assumption 4.3). The motivation for 

considering this matching condition is given by the fact tha t it is satisfied by a large 

num ber of practical applications, including the chemical reactor exam ple of section 

4.7. where the standard matching condition does not hold in the slow subsystem.

The following assumption poses our stability requirement on the inverse dynamics of

9 0
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the reduced system  of Eq.4.17.

A ss u m p tio n  4 .3  : The dynamical system:

Tfr =  'Pi { ( .y .9 .9 )
: (4.-21»

77n_r- =  ^ n. f {C .r ] .0 j )

is ISS with respect to ( . 6 , 0 .

R e m a rk  4 .2: We note that although, from a theoretical point of view, assumptions 

4.2 and 4.3 lim it the class of systems for which our methodology is applicable, they are 

satisfied by the m ajority of chemical processes of practical interest. Furtherm ore, we 

rem ark th a t even in the case where these assumptions hold around a reasonably large 

neighborhood of the equilibrium point, but not necessarily globally, the application 

of our methodology is still possible (see the chemical reactor exam ple of section 4.7).

Defining the variable 8{x.9) as:

8(x.9)  =  [F(x. 6 ) — Fnom(x)] (4.22)

where Fnom{x) denotes the vector field resulting from F ( x . 6 ) by setting 9 equal to its 

nominal value 9q and using the fact that ZA-1 /?(r) =  ZA-1 h(x). k =  1 r  (which
** * n o m

follows from the structure of Eq.4.20). the system of Eq.4.20 can be w ritten as:

Ci =  Ca

Cr — 1 =  Cr

* n o m  r  *

Vi =  ,Pi(C-'7-0-^)

7/„_f =  <Hn - f [ ( . T ] . 0 . 9 )
(4.23)

where u  =  L kf x h{x). k = 1 r.
•  n o m

In most practical applications, there exists partial information about the uncer-

9 1
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tain term s of the process model. Information of this kind may result from physical 

considerations, preliminary simulations, experimental data. etc. In what follows, we 

will quantify possible knowledge about the uncertainty by assuming the existence 

of known state-dependent, possibly time-varying, bounds that capture the size of 

uncertainty for all times. Assumption 4.4 that follows formalizes this requirement:

A ssu m p tio n  4.4: The term LqU ^ 1 h{x) has known constant sign for  all x  £ IR". 0 £ 

IR17. and there exist known functions c i(x . t) .  c2(x .f) such that the following conditions 

hold:
|L f L r* 1 A(x)| <  Ci ( x . t )

(4.24)
0 < c2(x .f) <  |L^Up  /i(x)|

for all 6  € IR9.

R e m a rk  4.3 : We can assume, without loss of generality, th a t (0 .x ) restricted in 

compact sets imply Ci(x.  t) is bounded and c2(x .f) is bounded away from zero.

We are now in position to proceed with the design of the auxiliary input it to achieve 

the asymptotic attenuation of the effect of the uncertainty on the output. In partic­

ular. we consider static sta te  feedback laws of the form:

u = r t (x. f )[p(x) -f- g (x)f +  r2(.r. /)] (4.25)

where p(x). r \ ( x , t ) .  r 2( x . t )  are scalar functions. q( x)  is a row vector function, with 

r l ( x . t ) q ( x )  0 for all x £ IR". t £ [O.oo). and v = [r t,(1) ••• r ^ ] T. where r 1*' 

denotes the k — th tim e derivative of the external reference input r .  which is assumed 

to be a sufficiently smooth function of time.

The control law of Eq.4.25 consists of three components. The component r i(x ./)  

which is used to account for the effect of uncertainty that enters the system coupled 

with the input, the component p ( x ) + q { x ) v  which is responsible for the output tracking 

and stabilization of the nominal reduced system of Eq.4.17. and the component r 2(x, t ) 

which is responsible for the attenuation of the effect of the uncertainty on the output
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in the closed-loop reduced system.

We are now in position to state the m ain result of this chapter in the form of a 

theorem.

Theorem  4.1: Consider the uncertain singularly perturbed nonlinear system of

Eq.f.3, for  which assumptions 4-T 4-~• 4-3- and 4-4 hold, under the static state 

feedback law:

V k = i ' f  k = i Jr

~ L kf x h(x)) -  2[c1(i.<) + E ^ ( r (fc) -  +  k T[x)z
nom Of )

(4.26)

where the feedback gain kT{x) is such that the matrix Q2 {x . 8 ) + g 2 {x. 8 )kT{x) is Hur- 

witz uniformly in x  € IR". 9 £  IR?. djt are parameters chosen so that the polynomial 

s' 1 +  ^ 7 Ls r ~ 2 +  • • • +  ^ s  +  =  0 is Hurwitz, and the scalar function w (x .o )  is

given by:

•  "n o m

w{x.(t>) =  — ------------------------------------  (4.27)

* nom
k = i p r

where o is an adjustable parameter. Then, for  each set of positive real numbers

ST. 6 : . 6 e.Sg.6 z..d. there exists 0 * > 0 and for  each 0  £ (0.0*]. there exists e’ (0 ) >  0.

such that if  0  £ (0 .0 ’]. e £ (0. £*(©)] and |x(0)| < Sx . |r(0)| < 8 Z, ||0 || <  6 g. ||0 || <  8 g, 

|r|] <  Sjj. the output o f  the closed-loop system satisfies a relation of  the form:

lim sup \y(t) — u(f)| <  d (4.28)
(—oc

Rem ark 4.4 : The feedback gain kT(x) can be designed using standard linear control 

methods, such as pole placement, optim al control, etc. (for details see [KKO 8 6 ]).

Remark 4.5 : Referring to the controller of Eq.4.26. one can easily observe th a t is 

comprised of two pieces: the term  kT{x)z  which is responsible for the stabilization of

9 3
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the feist dynamics of the closed-loop system and the term:

nom

(4.29)

which guarantees boundedness of the trajectories of the closed-loop reduced system 

and ou tpu t tracking with arbitrary degree of asym ptotic attenuation of the effect of 

8  on y.

R em ark 4.6: Note that the result of theorem 4.1 holds for arbitrarily  large ini­

tial conditions, uncertainties and their derivatives, and does not impose any kind of 

interconnection or growth conditions on the nonlinearities of the system.

R em ark 4.7: In practical applications, the value of the singular perturbation pa­

ram eter is typically fixed by the process, say ep. and thus there is a lim it on how 

small the u ltim ate bound d can be chosen. For example, the proof of theorem  4.1 can 

be used to calculate 6 ' from the desired (6T. 6 :. 6 $,6 g.6 c..d) and. in turn , the value f" 

for © <  6 m. If this e* is less than ep. then d may need to be readjusted (increased) 

so tha t e* > ep. Of course, if ep is too large, there may be no value of d th a t works. 

On the other hand, the value of e’ . calculated from the proof of the theorem , is typi­

cally conservative, and so it can be useful to check the appropriateness of ©* (and d) 

through com puter simulations.

R em ark 4.8: Theorem 4.1 provides a bound for the discrepancy between the output 

and the reference input that holds asymptotically. A characterization of the transient 

performance of the controller of Eq.4.26 through a bound for the quantity ||j/(0  — l’(OII 

in term s of the norm of the initial condition and the ultim ate bound d is established 

in the proof of the theorem (consider Eq.C.26 with ||e r-|| estim ated as |er (0)| 4- 2<f>).

9 4
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4.6 A note on the matching condition

In our development so fax. we considered singularly perturbed systems of the form 

of Eq.4.3 for which the m atrix Q 2{x.9)  could be singular for some x <5 IR". 9 <E IR7- 

To develop a solution to the state  feedback control problem we essentially followed 

a two-step procedure. In the first step, we employed a preliminary control law of 

the form of Eq.4.14 to derive a two-time-scale system in standard form with globally 

exponentially stable fast dynamics. In the second step, we specified the explicit form 

of the auxiliary input u to achieve arbitrary degree of asym ptotic attenuation of the 

effect of the uncertainty on the output. A direct implication of this approach is 

th a t the coordinate change of assumption 4.2 (which implicitly includes the m atching 

condition of our methodology) depends explicitly on the feedback gain kT{x) employed 

to stabilize the fast dynamics. Therefore, it may be possible, depending on the 

structure  of the system under consideration, to choose the gain k T(x) to stabilize 

the fast dynamics as well as to ensure that the matching condition of our theory is 

satisfied.

In this section, our objective is to show that in the case of singularly perturbed 

systems of the form of Eq.4.3 in standard form i.e.. systems for which the m atrix 

Q2(x .9 )  is invertible uniformly in x  <E IR". 9 € IR7. with possibly unstable fast 

dynamics, the m atching condition of this methodology is independent of the selection 

of the gain kT(x) employed to stabilize the fast dynamics, and therefore it can be 

verified on the basis of the open-loop reduced system Eq.4.7.

In order to simplify the statem ent of our result, we make the following definitions.
A  ( )Referring to the system of Eq.4.7. let r  denote an integer for which =  o. if

k =  I  r -  1. for all x € IR". B € IR7. and ^  ^  0, for all x € IR". 0 € IR7. and let

s  denote the smallest integer for which =£ 0 . for some x 6  IR". 9 <E IR7. Similarly, 

referring to the system of Eq.4.17, let f  denote an integer for which =  0. if

9 5
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k  =  1  r  — 1 . for all x  € IRn. 0  € IR?. and 0 . for all x  € IR". $ € IR’ . and

let s denote the smallest integer for which =  0. for some x  t  IR". 0 <E IR’ . The 

main result of this section is summarized in proposition 4.1 that follows.

Proposition 4.1: Consider the uncertain singularly perturbed nonlinear system of  

Eq.4.3, for which the matrix Q 2 (x,9) is invertible uniformly in x  € IR". 9 <E IR9 

and assumption 4-1 holds. Then, if  r is well-defined and the condition r < s holds 

for  the system of Eq.4 . 7 and the feedback gain kT (x) is chosen so that the matrix 

Q 2 (x .9)  +  g2 {x. 6 )kT(x) is Hurwit: uniformly in x  €  IR". 6  € IR?. f  well-defined 

and the condition r = f  < s holds for the system of Eq.4-17.

From the result of proposition 4.1. it is clear tha t for systems in standard form, the 

verification of the condition r  <  s on the basis of the open-loop reduced system of 

Eq.4.17 is sufficient for the satisfaction of the m atching condition of the developed 

robust control methodology.

4.7 Application to a nonisothermal continuous stirred tank 

reactor

Two parallel irreversible reactions of the form:

. 4  B  . A ^ C  (4.30)

take place in a continuous stirred tank reactor which is shown in Figure 4.1. The 

desired product is the species B.  while species C  is the side product. The inlet 

stream  consists of pure A  at flow rate F .  concentration C .40 and tem perature T a o -  

The reactions are endothermic and a heating jacket is used to heat the reactor. Fluid 

is added to the jacket at a flow rate F } and an inlet tem perature t ]Q. The rate of
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F i g u r e  4 . 1 :  A  n o n i s o t h e r m a l  c o n t i n u o u s  s t i r r e d  t a n k  r e a c t o r .
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reactions are assumed to be of the following form:

_ £
r i =  -  tio exp ( ~ ~ ) C A 

—Eo
r 2 =  — *20 exp( -p jT  ) CA 

Under the following assumptions:

• Perfect mixing in the  reactor

• Uniform tem perature in the reactor

• Constant volume of the liquid in the reactor

• Constant density and heat capacity of the reacting liquid

•  Constant density and heat capacity of the fluid in the jacket

the process model consists of the following set of m aterial and energy balances:

•  Reactor Mass Balance for the species A:

—E\ —E 2

V r ^ f -  =  Fr(CA0 - C a ) -  W  M r  CAVr -  W  R T r CA\ r (4-31 )

• Reactor Mass Balance for the species B :

—

1 r - - - =  —FrCg +  *1 0 f Rr̂ T (4.32)
at

•  Reactor Energy Balance:

— E\ — E 2

\ r di f  =  F r ( T A 0 - T r ) + { ~ ^ - - ' ) k i 0e ^ C A \ ;  +  { ~ * H -? ) k-20e ~ F ^ C A Vr
Pm  Cpm P m  Cpm

+ - ^ - ( T J - T r )
Pm  Cpm

( 4 .33 )

Jacket Energy Balance:

- dTj i At
\ ) ^ -  =  F,TjQ -  F,Tj +  ~(Tr -  Tj)  ( 4 .34 )

- cPJdt pj  Cp

9 8
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where C .4  and Cb denote the concentrations of the species A  and B.  T, and T, denote' 

the tem peratures of the reactor and the jacket. \ 'r and \ ) denote the volumes of the 

reactor and the  jacket. kXQ. Ar2 o- E x, E 2 • A # i. A Hi denote the pre-exponential 

constants, the activation energies, and the enthalpies of the two reactions. crm. cr , 

and pm, pj denote the heat capacities and densities of the reactor and the jacket, 

respectively, and U denotes the heat transfer coefficient.

Typically, the volume of the reactor Vj. and the volume of the jacket \ ) are significantly 

different, thus, the param eter t  can be defined as the following ratio:

e = 1 1

v; (4.35)

The control objective is the regulation of the concentration of the species B  in the 

reactor, in order to m aintain the production of B  at the desired level, by manipu­

lating the inlet tem perature of the fluid in the jacket. The inlet concentration and

tem perature of the species A. C 4 0  and T_4 0 . respectively, are assumed to be the main

uncertainties.

Defining:

x x =  C 4 . x 2 =  Cb- 3 *3 = Tr. = Tj. u — Tj0 -  Tj0s (4.36)

0i =  Cao — Caos- 0 2  =  Tao — Taos- y = Cb (4.37)

where the subscript s denotes the steady-state values, one obtains the representation 

of the form of Eq.4.3 with:

— Ei —En
F A C a o s  — £ 1 ) +  Fr9i — L'iqc Flxz \  r  _  IC2 0 C FLx% x ( \  r

- E i

/ i U - 0 ) =

Frx 2 +  fcXQe X i  Vt
- E i

FATaos ~  X3) + Ft6 2 +  Fr-———A -̂A'ioe Rx* x x VT
Pm Cpm

- E 2
( - A  HT7),  p T - T, V A r

-I-------------- k2Qt 3 i iV y ------------- x 3
P m  Cpm P m  Cpm

9 9
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■ 0  '

Q i{ x .9 ) = 0
F A r

. gi(x .9 ) =
' 0  ' 

0  

0
. / 2 ( J . 0 ) =

p  T   ̂ -^ r x  j l  } Q ,  T  .J 3
P.<CJ

. P m Cpm .

Q2(x .9) = -(£, +  — ) 
P j C j

. g2 [x.0)  =  [ Fj . h(x)  =  [ J-2 j

One can easily verify th a t the system is in standard form with globally exponentially 

stable fast dynamics. Setting e =  0. the representation of the open-loop reduced 

system can be easily obtained with:

—E\ — £ 2

Ft{Caos — * 1 ) +  Fr9\ — kl0e R x z x -[ Iv — k20e - ^ x 3  xj \ 'r

- E i

F{x .9 )  =

—Frx 2 4 - k\oe E.X3 xjVr

- E x

Ft {Taos — x 2) +  Ft 92 -f

- E i

( A H l d k l o e R x 3  X l Y r

+
( - A  Hr.)

P m  Cj

P m  Cpi

F A  1

pm P m c pm p  ' P j c j

P j CJ

G{x.9) =

0  
0

F A
P m  Cpm p F A

Pj cj

Fj
. h{x) = Xp

It can be easily verified that a local version of assumption 4.2 holds (note also th a t 

for this particular example we do not need to assume th a t (fli.0 2) are absolutely 

continuous).

The values of the process parameters and the corresponding steady-state values 

of the process variables are given in Table 4.1. It was verified tha t these conditions 

correspond to a stable equilibrium  point. We will now verify tha t a local version of
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v ; 1 .0 0 "m -3
0 . 0 8 m 3

A r ~ 6 . 0 m 2
u =: 1 0 0 0 .0 kcal h r ~ l m ~ 2 K ~ l
R = 1 . 9 8 7 kcal kmol~ 1 A ' " 1
CA0s = 3 . 7 5 kmol  m - 3
TaOi = 3 1 0 . 0 A '
Tjo, — 3 5 7 . 5 K
A / f i — 5 . 4  x  1 0 4 kcal kmol~ 1

— 5 0 . 6 7  x  1 0 4 kcal kmol~1
^ 1 0 — 3 . 3 6  x  1 0 6 h r ~ l
koQ — 7 . 2 1  x  1 0 6 h r ~ x
Ei - 8 . 0  x  1 0 4 kcal kg~ l
En - 9 . 0  x  1 0 4 kcal kg~l
Cpm — 0 . 2 3 1 kcal kg~l A '- 1

CPJ = 0 . 2 kcal kg~l A ' " 1
Pm = 9 0 0 . 0 kg m - 3

Pi = 8 0 0 . 0 kg m - 3
F = 3 . 0 m 3 h r ~ l
E j = 2 0 .0 m 3 h r ~ l
C a, = 1 .1 2 5 kmol  m - 3
C b , = 1 .8 7 5 kmol  m - 3
T r , = 3 0 0 . 0 I<

= 3 2 0 . 0 K

T a b l e  4 . 1 :  P r o c e s s  p a r a m e t e r s  a n d  s t e a d y - s t a t e  v a l u e s
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assumption 4.3 also holds. To this end. consider the coordinate transform ation:

*2
'  Ci " h[x)

C2 = L Fh{x) =

.  Vi . \ ( x )

~ £ i
— FrX2 + k\0e \ r

x  1 — C.405

(4.3S)

In the new coordinates the 771 dynamics takes the form:

C2 +  F r ^ lVl — ~  Frrji +  Fr9\ — ( ( , 2  +  -̂ rC, 1 ) — & 2C>(
+ C.40j)Vr

(4.39)

For a meaningful problem 771 should always be greater than zero (notice tha t ijx 

represents the concentration of the species .4 in the reactor). Setting (,‘ 1 =  <,‘j =  Q\ = 0 

the above equation reduces to:

rj 1 =  - F Trii (4.40)

From the above, it follows that the system of Eq.4.39 possesses a local input-to-state 

stability property w ith respect to 6 and and thus assumption 4.3 holds locally. 

Moreover, assumption 4.4 takes the form :

- E x - E x

|L sL Fh(x)\ < cx(x.t)  =  [kxoeR x 3VrFr\0x\ + kxoeR x 3 - ^ V rFr\62\] (4'41)

where |0 j|, \02\ denote the upper bounds on the size of uncertain variables.

We now proceed with the design of the controller. Motivated by physical ar­

guments. we assume that the external reference input is constant, and thus, the 

controller of theorem 4.1 takes the form:

“ =  [LGnm L Fnmh[x)}-1 { - E ^ 4 nom/?(x) +  -  LkF~lnh(x))
I k =  l ^ 2 k =  1^2

- 2 [ c i ( x , < ) |  +
fc=l J

(4.42)
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where the scalar function w (x .d )  is given by:

~  v) +  lF BomA(x)]
w{x.o)  = - J — 2---- (4.43)

l ^ ( ^ 2 - y )  +  lF«OTA(x)| +  o

Taking into account the tim e-constants of the open-loop reduced system, the following 

values were chosen for the param eters 3k'

3q = 1 . 0  . 3\ =  5.0 . d'2 =  10.0

The controller of Eq.4.42 was implemented with d> = 0.01 to guarantee that the output 

of the system satisfies a relation of the form:

lim sup |j/ — n| <  0.02 (4.44)
t —* CO

for a value of the singular perturbation parameter e equal to 0.08.

Simulations were performed to evaluate the performance and robustness properties 

of the controller. The uncertainties tha t were considered were:

Q\ =  0XQsin{t)  . 02 =  #2 0 sin(t)  (4.45)

where 01O =  0.3 mol f i t  and 0\Q =  3.0 K.  The upper bounds on the uncertainty were

assumed to be: I0J =  0.3. |0 2 | =  3.0. In all simulation runs, it was verified th a t the

states of the system stay bounded.

The first simulation run addressed the regulatory characteristics of the controller 

in the presence of uncertainties. Figure 4.2 shows the controlled output and the open- 

loop response of the process as well as the profile of the input. One can immediately 

observe that the effect of uncertainties on the output has been significantly reduced 

and the output of the process remains very close to the nominal value of the reference 

input as predicted by the theory.

The second simulation run addressed the reference input tracking capabilities of 

the controller in the presence of uncertainties. A 0.8mol/ l t  (almost 43 %) decrease
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F i g u r e  4 . 2 :  O p e n - l o o p  ( d o t t e d )  a n d  c l o s e d - l o o p  ( s o l i d )  o u t p u t  p r o f i l e s  a n d  i n p u t  p r o f i l e  i n  t h e  

p r e s e n c e  o f  u n c e r t a i n t y  ( o  =  0 . 0 1 .  t  =  0 . 0 8 ) .
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in the reference input value (v =  1.075) was imposed at tim e t= 0 . The output 

and input profiles are shown in Figure 4.3. It is clear that the controller achieves 

the requested degree of asym ptotic attenuation of the effect of the uncertainty on the 

ou tpu t and regulates the output to the new reference input value despite the presence 

of uncertainties.

In the final run. we considered the performance of the controller for o =  0.001 under 

the conditions used in the previous simulation. Figure 4.4 depicts the corresponding 

ou tpu t and input profiles. As expected, the degree of attenuation of the uncertainty 

increases (compare with figure 4.3). while the output of the system is driven to the 

new reference input value.

4.8 Conclusions

In this chapter, we considered a broad class of singularly perturbed systems with 

time-varying uncertainties, whose fast dynamics may be unstable or singular. The 

uncertainty was allowed to be time-varying. It was assumed that the boundary layer 

system  is stabilizable and the reduced system is inpu t/ou tpu t linearizable with ISS 

inverse dynamics. For such systems, we proposed a class of well-conditioned control 

laws th a t guarantee boundedness of the trajectories of the closed-loop system and 

achieve arbitrary degree of asymptotic attenuation of the effect of uncertainty on the 

ou tpu t, for initial conditions and uncertainties in an arbitrarily large compact set. 

as long as the singular perturbation param eter is sufficiently small. Fundamental 

differences in the nature of the matching condition between systems in standard and 

nonstandard form were identified and discussed. Finally, the derived controller was 

successfully applied to a nonisothermal continuous stirred tank reactor, with fast 

jacket dynamics and uncertainties in the concentration and tem perature of the inlet 

stream , modeled by a singularly perturbed system in standard form.
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Notation

R om an Letters

Cpm =  heat capacity of the reacting m ixture 
Cpj =  heat capacity of the fluid in the  jacket 
d, dg.,ds, dfj =  positive real numbers 
E\*Ei — activation energies
F, F , Fnom, f i ,  f 2 =  vector fields 
Fr.Fj  =  flow rates
G . G , g \ 1g2 =  vector fields associated with the input 
h =  output scalar field
lcT =  vector field
k. k =  positive real numbers

^ ’2 0  =  pre-exponential constants 
Qi  =  m atrix of dimension n x p associated with the slow state vector x 
Q 2  =  m atrix of dimension p x p  associated with the fast state vector - 
r, f  =  integers associated with the input u in the reduced systems 
s. s =  integers associated with the variable 0 in the reduced systems 
t =  tim e 
u = input 
u = auxiliary input
V}, Vv =  volumes of the liquid holdup in the jacket and reactor 
v =  external reference input 
x  =  vector of the slow state variables 
y = output
r  =  vector of the fast state variables 

G reek Letters

ilk =  adjustable param eters
S.Sr.S^Sg.Sg.Sef.Sjj.Sg.Srj.Si-^Sjj =  positive real numbers 
A H ri. A H Tj = enthalpy of the reactions 
e,eef,e '\e e =  singular perturbation parameters 
C =  state  vector 
rj =  state  vector
p3 =  density of the reacting m ixture 
pm = density of the fluid in the jacket 
0  = adjustable param eter

108

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



M ath Sym bols

L f h =  Lie derivative of a scalar field h with respect to the vector field f
L jh =  k-th order Lie derivative
LgL kf l h =  mixed Lie derivative
IR =  real line

=  / —dimensional Euclidean space
€ =  belongs to
T =  transpose

1 0 9
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Chapter 5

R obust r*ontrol o f M ultivariable  

Nonlinear Tw o-Tim e-Scale  

System s

5.1 Introduction

In this chapter, we extend the robust output tracking control methodology proposed 

in the previous chapter to m ulti-input m ulti-output two-time-scale nonlinear sys­

tems with time-varying uncertainty, for which the fast dynamics may be unstable 

or singular. The objective is to provide an explicit formula of a m ultivariable state  

feedback controller tha t guarantees boundedness of the trajectories and an a rb itra r­

ily small ultim ate discrepancy between the outputs and the reference inputs in the 

closed-loop system by a suitable selection of controller parameters. The resulting 

controller is a continuous function of the state of the system, and its construction 

requires the knowledge of appropriate bounding functions on the size of the uncertain 

terms. The performance and robustness properties of the developed robust controller 

design method are evaluated through simulations in an fluidized catalytic cracking
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reactor, modeled in the standard singularly perturbed form, with unknown heat of 

the combustion reaction.

5.2 Preliminaries

We consider m ulti-input m ulti-output two-time-scale nonlinear systems with the fol­

lowing state-space representation:

x  = f i ( x .6 ( t ) )  +  <2 i ( x . 0 (f))r +  G i(x . 0 (/))u 
e i =  f 2 {x.d{t)) + Q2(x .8{t) ) :  + G 2{x.6(t))u  (5 . 1 )
yx =  hi(x). ? =  1  m

where x  € IR" and r  € IRP denote vectors of state  variables, u =  [tii • • • ti, , , ] 7  <= IR";

denotes the vector of m anipulated inputs. 0 (f) =  [0 i(f) ••• 0 9 (O] € IR9 denotes

the vector of uncertain variables, t/, € IR. denotes the  /-th controlled output, and e 

is a small positive param eter, which quantifies the degree of coupling between the 

fast and slow dynamical phenomena of the system. f \ {x .8{ t ) ) .  f 2(x.d{t)) .  are suffi­

ciently smooth vector functions. Q 1 (x . 0 (f)). <3 2 (x . 0 (f))- G\{x.  9 ( t )). G 2 ( t . 0 (O). are

s u f f i c i e n t l y  s m o o t h  m a t r i c e s  o f  a p p r o p r i a t e  d i m e n s i o n s ,  a n d  / 7 , ( r ) .  / =  1 n? a r e

sufficiently smooth scalar fields. The notation and some definitions used in the paper 

are given in the appendix.

The fact tha t t multiplies the time-derivative of the s ta te  c allows decomposing the 

system of Eq.5.1 into separate lower-order systems evolving in different time-scales 

[KK086]. Defining a fast time-scale. r  =  - . and setting e equal to zero, the following
t

fast subsystem is obtained:

~r  ~  f'2(x ' $) +  Q2 {X' 0)- +  Gzix-9)u  (5--)dr

where x  can be considered equal to its initial value x ( 0 ) and 0 can be thought of as 

constant. Assumption 5.1 states a stabilizability requirem ent on the fast subsystem. 

A ssu m p tio n  5.1: The pair [Q2 (^-0) Ci'2 (x.0)] is stabilizable uniformly in x  € IR".

I l l
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9 € IR9. in the sense that there exists a sufficiently smooth matrix I \ ( x \  such that tin 

matrix Q 2 (1 . 8 ) +  G 2 ( x . 9 )I\{x) is Hurwit: uniformly in x  <E IR". 6  € IR5.

Assuming tha t the m atrix  Q 2( x . 6 ) is invertible uniformly in x  € IR". 0 c  IR5 and

setting e =  0 , the following representation for the equilibrium  manifold of the fast 

dynamics of the system of Eq.5.1 is obtained:

-s  =  ~ [ Q 2 ( x - 0 ) ] ~ l [ f 2 ( x . 6 )  +  G 2 ( x . 0 ) u ]  (5.3)

where z,  denotes a quasi-steadv-state for the fast state  vector r. Utilizing the above

equation, the reduced sys tem  or slow subsystem  takes the form:

x  =  F(x.9)  + G(x ,9)u  
yf =  hi[x). i =  1 ......... m

where the superscript s in t/f denotes that this output is associated with the slow 

subsystem and

F ( x . 6 ) = M x . 9 ) - Q l (x.9)[Q2 ( x . 9 ) ] ' 1f 2 (x.9)
G{x. 9) = Gl ( x . 9 ) - Q 1 ( x . 9 )[Q2( x . 9 } - 1G2 ( x . 9 ) (0-0}

5.3 Robust controller design

5.3.1 Control objectives

In this work, we will address the problem of synthesizing well-conditioned (i.e. inde­

pendent of the singular perturbation param eter e) robust static state feedback laws 

of the form:

u = 1Z(x. +  K ( x ) z  (5.6)

where 7Z(x.vjk )̂ is a vector function, vjk  ̂ denotes the Ic — th tim e derivative of the 

external reference input i\, which is assumed to be a smooth function of time and 

I\{x)  is a sufficiently smooth matrix, which preserve the two-time-scale property of 

the open-loop system of Eq.5.1 and enforce the following objectives in the closed-loop 

system:
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1 . Boundedness of the trajectories

2 . Output tracking of external reference inputs with arbitrary  degree of asym ptotic 

attenuation of the  effect of uncertainty on the outputs

The above requirem ents will be enforced in the closed-loop system for sufficiently 

small values of the singular perturbation param eter e.

5.3.2 A ssum ptions

In the general case where Q 2{x.6)  is singular or unstable, a preliminary control law 

of the form:

u = u + I \ ( x ) z  (5.7)

where ii denotes an auxiliary input and A'(x) is a sufficiently smooth m atrix of dim en­

sion m x p can be used to stabilize the fast dynamics, and thus induce a well-defined 

stable quasi-steady-state for the states r. More specifically, substitution of the control 

law of Eq.5.7 into the singularly perturbed system of Eq.5.1 yields:

x  =  f i ( x . 8 )  +  [(3i(x.0) +  G x(x,0)A '(x)]r +  G\{x.9)u

£i =  / 2 (x .0) +  [Q2 (x.0) +  G2 (x.0)A(x)]-~ +  G 2 (x.0)u (5.8 )

yt =  hi(x). i =  1  m

From assumption 5.1. A'(x) can be chosen so that the m atrix Q 2 (x.0)-f-G 2 (x.0)A ’(x)

is Hurwitz. uniformly in x € IRn. 0 € IR9. and thus the fast dynamics of the above 

system is exponentially stable. The reduced system takes then the form:

x  =  F{x. 0) +  G(x. 6)u
(5.9)

yi = h,(x). i =  1  n?

where
F(x .6 )  =  f l ( x . 9 ) - A ( x . e ) f 2( x . d)

(5.10)
G { x .9 ) =  G\(x .6)  — A (x.0)6 '2 (x. 0) 

and A(x.O) =  [Q\{x.6)  +  G'i(x.0)A'(x)][(32 (x .6) +  6 '2 (x.0)A ’(x)]-1. Referring to the

system of Eq.5.9 we will state three assumptions that will allow us to proceed with

the robust controller design.

1 1 3
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A ss u m p tio n  5.2 : Referring to the system of Eq.5.9. there exist n set of integer? 

(f i . r 2 r m) and a coordinate transformation (£ .77) = T (x .0 )  such that the repre­

sentation o f  the system, in the coordinates (f.rj). takes the form:

<11} = d ”

< £ - 1 = d , "
c l 1’ — i j 4 1( r - 1( ( . , . « ) )  +  f ; i s , £ j ! - , 4 1( r - , ( f . , . « ) ! « ,

,-(m)s i = S2

— 1 =

=
j = i

*7i = ^ i (C . T 7  .0.0)

=

Vi = t f K  7 =  1 m

where x =  r -1 (£. 77. 6). £ =  [£(1) ••• £,m)]r . 77 =  [77! ••• f,]T- an(t &  denotes

the j- th  column vector of the matrix G{x .0).  Moreover, for  each 0 € IR9. the states 

£, g are bounded if and only if the state x  is bounded.

Assumption 5.2 incorporates the m atching condition of our methodology, namely 

tha t a direct time-differentiation of the output j/, up to order r, — 1 yields a set of 

equations which are independent of the vector of uncertain variables 0. We note that, 

from an application point of view, this matching condition is less restrictive from 

the standard  one imposed in [CLS1], which restricts 0(t) to enter the system in the 

same differential equations as u. The consequence of this generalization is tha t the 

77 —subsystem  depends on 0[t). which implies that we need to assume that 0(t) exists 

and is bounded (cf. theorem 5.1). Referring to the system of Eq.5.11. we will assume,
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C ( x . e )  = ( 5 . 12 )

for simplicity, that the m atrix:

L & L ^ h ^ x J )  ••• L dmL ) - xh,{x .e)

[ L di L ff - l hm( i .6 )  ■■■ Ldmr f ~ l hm(x .d )  \ 

is nonsingular uniformly in x  € IRn. 9 € IR’ (see remark 5.6 for a discussion on how­

to handle the case of singular C (x . 0 )).

A ssu m p tio n  5 .3 : The dynamical system:

Vi =  ^ i { ( . t] . 9 . 9 )

: (5.13)

is input-to-state stable with respect to ( .0 .0 .

The above assumption is more restrictive compared to the standard one of asymp­

totic stability of the zero dynamics without inputs [CLS1 ]. however it is necessary 

in order to prove tha t the states of the closed-loop system are bounded for initial 

conditions, uncertainty and rate of change of uncertainty arbitrarily  large (see also 

[TP95]). Furtherm ore, this assumption could be relaxed to local asym ptotic stability 

of the 7?—subsystem with ((,".#.0) identically equal to zero, leading to local results 

(see remark 5.2).

We will now quantify possible knowledge about the uncertainty by assuming the 

existence of known bounding functions that capture the size of the uncertain terms 

in the system of Eq.5.11. To this end. we define the variable 6{.v.9) as:

8(.r.9) =  [F(x.9) -  Fnom{x)} (5.14)

where Fnom(x) denotes the vector field resulting from F(x .9)  by setting 9 equal to 

its nominal value 90. Using the fact that ZA l hi(x) =  ZA 1 h{(x). i = 1  m,
• r r i o m

1 1 5
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k = 1 r t. Eq.5.11 can be w ritten as follows:

;d ) _  /-(i)Si — S2

f i u  _  /-(I)
S f j - i  Sf j

(!;' = hdT-\(.ri.e)) + ' £ i e,L,{-'h,iT-\<;.v. e w 1
m  j=l

+Li L f£ - l hl ( T - l (<;.T,.0))

/:(m) _  /-(m)
S i  —  S2

: (5.15)
M™) _  ,-(™)
S f m - i  S f m

• nom  *
j=i

+L ;L ff - l h l (T- '(C,T1J ) )  

m = Vitf'Ti.eJ)

Vi =  Cl0 - * =  1 m

where =  L kf x h i (T ~ l (x). 1 =  1  m. k = 1 .........r,.
* notn

A ss u m p tio n  5.4: The terms L q j L ^ ~ 1 hi(x). i € [l.m ], /mw //if same known con­

stant sign. sgnj.  for all x  € IR71. 0 € IR9. fo r  each j  € [l.m ], (some of these terms 

may be zero, but the requirement that C{x.6) is nonsingular has to be satisfied), and 

there exist known functions di(x . t) .  C2j ( x . t ) .  such that the following conditions hold: 

|[ I ,- I£ “ lAi(:r) ••• L f L rf ~ l hm(x)]T\ < c i{x, t)

0  < c2](x . t )  < minl6[1>m] IL&L'jjL lh,(x)\
(5.16)

^  L ft ( -r \ I

and there exists a known positive real numberb such that the m x m  matrix M ( x , O.t) = 

C { x .6 ) A (x . t ) .  where A(x.<) is an m x m diagonal matrix whose (i . i)- th element is
sgn
c2«

for all x  € IR". 6 € IR9. t > 0 .

of the form  —— satisfies the property 1 < 0 -min{A/(x.0 .£)} <  crmax{ M ( x .0 , t ) }  < b, 
02,
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Assum ption 5.4 requires the existence of a nonlinear function tha t captures the size of 

the additive uncertain terms in the system of Eq.5.11 . This requirem ent is standard 

in all Lyapunov-based robust control m ethods (see [CLS1. KPSS. AC92] for example). 

However, in contrast to [CLS1. KPSS. AC92], we do not impose any growth conditions 

on the  nonlinear function c i(x .f). such as quadratic growth, etc.. Assumption 5.4 also 

requires the existence of a nonlinear function C2} ( x . t )  for each m anipulated input u.

th a t lower bounds the m-coefficients (LQ,Lr̂ ~ l h i (x )  L ^ }L rf ' ~ 1hm{x)) (note that

this requirem ent does not have to be satisfied for the coefficients th a t are zero). This 

requirem ent is less restrictive than the ones used in [CLS1. KPSS. AC92], where an 

upper bound (typically small) on the size of the uncertain term s th a t enter the system 

coupled with the manipulated inputs is assumed to exist.

5.3.3 M ain result

We are now in position to proceed with the design of the auxiliary input u to achieve 

the aforementioned control objectives in the closed-loop reduced system. Specifi­

cally. motivated by the requirement of output tracking, and the presence of additive 

and multiplicative uncertainties in the systems of Eq.5.11. we consider static state 

feedback laws of the form:

u = Ri{x.t)[p(x) + Q (x .v lk)) +  R 2{x.t)\  (5.17)

where p(x). R 2 (x . t )  are vector functions. R \ (x . t )  is a m atrix. Q (x . i ' l ^ )  is a. column
{ le\vector, and v; denotes the A- — th tim e derivative of the external reference input r \  

which is assumed to be a smooth function of time. The m otivation for considering 

control laws of the form of Eq.5.17 is provided by the requirem ent of stabilization 

with output tracking in the nominal reduced system (term p(x)  +  Q(x.  t’,</:))). and the 

fact tha t the system in Eq.5.9 includes uncertainties entering coupled with the input 

(term  R \ (x . t ) )  as well as additive ones (term  R 2 (x.t)) .
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Theorem  5.1 tha t follows provides an explicit formula of the controller that solves 

the control problem formulated in the previous section (the proof is given in the 

appendix D). To simplify the statem ent of the theorem , we set v, =  [r, r j 11 • • • r j r,,]T 

and v =  [i'T v% ■ ■ ■ v ? ]T' mJ

T h e o re m  5.1: Consider the uncertain singularly perturbed nonlinear system of

Eq.5.1, f o r  which assumptions 5.1. 5.2. 5.3. and 5.4 hold, and the static state feedback 

law:

u =  a - (* )= + a ( * . o  f
f  I= U -= 1  U t r > i =  \ k =

- L kf l hi(x)) -  (2 +  &)[c!(x.<) +  +
* flOTFl K . .  * t\OTT\

i=lk=lp,r>
(5 .IS)

where the feedback matrix I \{x) is such that the matrix Q 2 ( t , 0 ) +  C 2(x. d )K(x)  is
3 3 1 3™

Hurwitz uniformly in x € IR". 0 £ IR?. =  [3 ^  ••• '3^"]^ are column vectors
“if, 3if> 3if,

of parameters chosen so that the roots of  the equation det(B(s))  =  0. where B(s)  is

an m x m  matrix, whose (i . j)-th element is o f  the form ^  ~ ~ s k~l . lie in the open
fc= 1 Pjf,

left-half o f  the complex plane, and the vector function w(x,d>) is given by:
m f , - l  , t

U’(x.o) =  -,r‘---------------------------------  (5.19)

I= U -= 1  U , T <

where o is an adjustable parameter. Then, fo r  each set of  positive real numbers 

6I .6z,6g.6i).8 i..d. there exists <t>~ and for each 0  <  <t>". there exists e'{d>), such that if  

o < o m. e <  e‘ {0 ) and |x(0 )| < 6t . |r ( 0 )| < 6; . ||0 || <  Se. ||0 || < 6j, ||t>|| <  8x-„

a) the state o f  the closed-loop system is bounded, and

b) the outputs o f  the closed-loop system satisfy:

limsupli/, — v,\ < d. ? =  1 m (5.20)
f — Oi

R e m a rk  5 .1 : Referring to the result of theorem 5.1. we note that the dependence
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of the upper bound on the singular perturbation param eter. e". on the adjustable 

param eter, o. is due to the presence of o on the dynamical system that describes the 

fast dynamics of the closed-loop system.

R e m a rk  5.2: Theorem 5.1 establishes a semi-global type result (the initial con­

ditions. uncertainty and rate of change of uncertainty can be in arbitrarily large 

compact sets) and does not impose any kind of interconnection or growth conditions 

on the nonlinearities of the system. We note tha t if the coordinate transform ation of 

assumption 5.2 holds locally and the unforced zero dynamics:

Vi = #i(C . 0 . 0 . 0 )
i (5.21)

I n - Y  f, =  ^ n - r  f,(C-0.0 .0)

is locally exponentially stable, then the result of theorem 5.1 holds locally (i.e. for 

sufficiently small initial conditions, uncertainty and rate of change of uncertainty).

R e m a rk  5.3: Referring to the control law of Eq.5.18. one can show that if the

m atrix C(x .0)  in the system of Eq.5.9 is independent of 9. then the following simpli-
m 3 ’

fications can be made: A (x . t)  =  {C(x)}-1 . 6  =  0 . and [ci(.r.<) +  [Y ^y^ ——(r)fc> —
,=u-=t

L ^ M * ) ) ! ]  =  C!(X.f).

R e m a rk  5.4: Referring to the control law of Eq.S.IS. we note tha t the explicit ex­

pression of the term  which is responsible for the attenuation of the effect of additive 

uncertainties is nonlinear not only is the r-coordinates but also in the (q. 7 7) coor­

dinates (see Eqs.C.lO-C’.l 1 ). This is in agreement with the robust control methods 

[CL81. K P 8 8 ] and contrast to the robust control methodology proposed in [AC92], 

where the expression of the term R?(x.t)  is linear in (q»7 7) coordinates, and is a 

consequence of the fact tha t we allow c i(x .i)  to be a general nonlinear function.

R e m a rk  5.5: The singular perturbation formulation provides a natural setting for 

addressing robustness with respect to unmodeled dynamics [KKO8 6 ]. In particular,

1 1 9
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if the open-loop fast subsystem of Eq.5.2 is exponentially stable uniformly in .r € IR ’ - 

6 € IR?. the controller of Eq.o.lS can be simplified to:

{m r, j  m r, ,j

i= U - = l  , J ' r -

- ( 2  +  6 )[c!(x.O +  -  Lpnomh,{x)) +  |] tr (x .o ) l

(5.22)

which can be explicitly synthesized utilizing information about the open-loop reduced 

system of Eq.5.4. In this case, the result of theorem  5.1 establishes a fundamental ro­

bustness property of the controller of Eq.5.22. with respect to uniformly exponentially 

stable unmodeled dynamics, provided tha t they are sufficiently fast. This robustness 

property is very im portant in many practical applications, where fast dynamics, such 

as sensor and actuator dynamics, are usually neglected in the controller design.

R e m a rk  5.6: Whenever the characteristic m atrix C (x .0 ) of the reduced system of 

Eq.5.9 is singular, one can utilize available dynam ic extension algorithms (see for

example [IsiS9]) to design a dynamic state feedback law of the general form:

^ =  a (x .f)  +  6 (x .f ) f ’
(5.23)

u =  c(x.£) +  d{x.£)v  

where a (x .£ ) . 6 (x .£ ) .c (x ,£ ) .d (x .£ ) are vector functions of appropriate dimensions. 

v  E  IRm denotes a vector of auxiliary inputs, such th a t the augmented system 

s =  Q(x.<f) +  b(x.£)v

x =  F(x.Q)  +  (7(x.0)c(x.£) +  G{x.0)d[x,Z)v  (5.24)

i/f =  hi (x) .  i =  1 m

with y s  E  IRm as output vector and v  E  IRm as input vector possesses a nonsingular

characteristic m atrix. Then, the robust control methodology of this paper can be

applied to the system of Eq.5.24.
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5.4 Application to a fluidized catalytic cracker

In this section, we illustrate the implementation of the developed control m ethod­

ology on the industrially significant process of a fluidized catalytic cracker (FCCl 

shown in Figure 5.1. The FCC unit consists of a cracking reactor, where the desired 

reactions include cracking of high boiling gas oil fractions into lighter hydrocarbons 

(e.g. gasoline) and the undesired ones include carbon formation reactions, and a re­

generator. where the  carbon removal reactions take place. For a detailed discussion 

on the features of the FCC unit, the reader may refer to [DenS6 . MRBG93]. while 

applications of linear control methods to the process can be found for example in 

[MG87. HMS95]. Under the following standard modeling assumptions:

•  Well-mixed reactive catalyst in the reactor

•  Small-size catalyst particles

•  Constant solid holdup in reactor and regenerator

•  Uniform and constant pressure in reactor and regenerator

the process dynamic model takes the form [Den8 6 ]: 
rlC

Ira j**  =  ~  60 FrcCcat + OQ R cf

=  - 6 0 F- ( C rc - C c) +  50f?c/

IT
Vra~ T  =  60Frc(r^  “  Tra) +  O .S75^Z)(/JRt / (77P -  Tra)

i n o ~ ( - „  i n A - ± H c r ) „  
+ 0 . £ w o --------  D tf R t f  +  O . o ------------------ R oc

“ |S _

(5.25)

- C ‘~ C

1 =  60Frtr(CjL- -  Crc) -  50R cb

V r =  60Frc( r ra — Trg) -f 0. o ^ R ai(Ta, -  Trg) +  0.5 ( - ^ ^ ) / ? c 6

where Ccaf C 3C.C TC denote the concentrations of catalytic carbon on spent catalyst, 

the total carbon on spent catalyst, and carbon on regenerated catalyst, Tra, Trg denote
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REACTOR
Product Gas

REGENERATOR

Flue Gas

T  Ccat • 1 ra ' V

Oil RiserStripper
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Feed

Preheater

Fuel Gas

F i g u r e  5 . 1 :  A  f l u i d i z e d  c a t a l y t i c  c r a c k e r .  
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the tem peratures in the reactor and the regenerator. Dtj  is the density of total feed, 

t ra - Vrg denote the holdup of the reactor and the regenerator. A H rg. A H,~ are heat of 

reactions. A H / v is the heat of feed vaporization. Frc denotes the flow rate of catalyst 

from reactor to regenerator. 5 0 ,5 C. 5 /  denote specific heats. TjP. Tai denote the inlet 

tem peratures of the feed in the  reactor and the air in the regenerator, and R cf.  Roc. R,„ 

denote reaction rates. The analytic expressions for the reaction rates R cj .  R oc. R c« are 

[Den8 6 ]:

Rcf =

R o c  =

K c r  =

R c b  =

^cc f ra Rra - E a
CcatC?-06'e X p {R (T ra+ m . O )

r a - R r a  R t f  E t f  R - c r

R t f  "F ^'raRra-Rcr

k f —Et^cr I *-*crexp ■
C c a tC r0 ' 15 

/L i ( 2 1  -  O

R{Tra + 460.0) (5.26)
f9>

200

Ofg =  21exp

f rgRrg

R a ,

1 0 6 - E 01 0 0  J
4.76/22, +  kor exp 1 R(Trg + 460.0)

C r

where ^cc-^'cr-^'or are pre-exponential kinetic rate constants. Ecc. Ear. Eor are activa­

tion energies. Ojg is the oxygen in flue gas. R tf  is the total feed rate , and R at is the 

air rate. The values of the process param eters and the corresponding steady-state 

values are given in table 5.1. The process exhibits a two-time-scale behavior because 

the residence tim e in the reactor is smaller than the one in the regenerator [Den8 6 ]. 

This implies that although the operator focus is on the reactor, the control problem 

must focus on the regenerator which is the process that essentially determ ines the 

dynamic response of the entire FCC unit. To this end. the control objective is the 

regulation of the tem perature in the regenerator. Trg. and the concentration of the 

carbon on the regenerated catalyst. CTC. by m anipulating the inlet tem peratures. TfP 

and Tai. The uncertain variable for the system is taken to be the heat of combustion

1 2 3
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E c c = 1 8 0 0 0 . 0 Btu lb~1 mole~L
E  cr = 2 7 0 0 0 . 0 Btu lb~l mole-1
E o c = 6 3 0 0 0 . 0 Btu lb"1 m o l e - 1
k ' . c = 8 . 5 9 Mtb h r ' 1 ps ia~1ton~1(wt% ) - 1 06
* c r — 1 1 6 0 0 \fbbl d a y " 1 p s i a ' 1ton~1{wt%)~[

o r = 3 . 1 5  x  1 0 10 Mlb h r " 1 ps ia~1ton~1
O / j = 0 . 2 mole%

— 6 0 . 0 ton
V r a — 2 0 0 . 0 ton
T j p } — 7 4 4 . 0 F

T a t — 1 7 5 . 0 F

P r g — 2 5 . 0 psia
P r a = 4 0 . 0 psia
± J f /v — 6 0 . 0 Btu lb"1
A  H e r — 7 7 .2 Btu l b - 1
A  H r g — 1 0 7 0 0 . 0 Btu lb~x
S a = 0 . 3 Btu lb~1F ~ 1
S c = 0 . 7 Btu lb~l F ~ 1
R r c — 4 0 . 0 ton m in ~1
* « /

— 1 0 0 . 0 Mbbl/day
D , j — 7 . 0 lb g a l ' 1
R o t — 4 0 0 . 0 Mlb m i n " 1
C c a t = 0 . 8 7 5 wt%
C , c — 1 . 4 7 5 urt%
C r c = 0.6 wt%
T r o — 9 3 0 . 0 F

T r o — 1 1 5 5 . 0 F

T a b l e  5 . 1 :  P r o c e s s  p a r a m e t e r s  a n d  s t e a d y - s t a t e  v a l u e s
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in the regeneration, which is also assumed to be time-varying. Defining the singular 

perturbation param eter e as:
Uae =  —  (o-2 1 )
1 rff

and setting  x =  [xi x2]r  =  [Crc TTg]T. z =  [r1 r 2 -3]r  =  [C -a t  Csc Tra}T. u =  [h, u2}t  =  

[Tfp Tai]T . y =  [r/i y2]r  =  [CTe ^r3]T. 6  =  [Ahrs], the system of Eq.5.25 can be put 

into the standard  singularly perturbed form: 

dx\
=  /n (x i -  x2) +  Q ll ~ 2

dx2
X 2 . Q) +  Ql2^3 +  <712̂ 2 

=  Q2i(-1--2--3>^i) (5.28)

dz2
e—J— = /22(^l) +  Q22(~l--2--3-■Tl )at

d=3
£—rr =  2 2 3 (^ 2 ) +  Q 23(-l--2--3-^1) +  <723̂ 1at

where f n - Q n - / 1 2 . Q 1 2 . 5 1 2 .Q 2 1 - / 2 2 , Q 2 2 , / 2 3 - Q 2 3 . 5 2 3  are functions whose specific form 

is om itted  for brevity. It was verified that the system of Eq.5.28 possesses an expo­

nentially stable equilibrium manifold for the fast dynamics, which implies that it is 

not needed to utilize a preliminary feedback law of the form of Eq.5.7 to stabilize

the fast dynamics. Setting e =  0. the equilibrium manifold of the fast dynamics can

be calculated analytically and is of the form: z 3 =  g(xi .  x 2. ui). where g is a smooth 

vector function (note that the input u\ enters this algebraic equation in a nonlinear 

fashion, due to the nonlinear appearance of the feist state  r  in the system of Eq.5.28). 

The reduced system can then be found to be of the form: 

dx  1
—7 — =  F i(z i. x2) +  C?n (x i, x2, u i )

dx2 . . (5 *29)
- j j -  — F 2 { x \ ,  X 2 . 0 )  +  G 2 i ( X i <  X 2 . I l l  ) +  Cj 2 2 U 2

with F 2 . G 2 \ . G 22  appropriately defined (their exact expressions are om itted

for brevity). The system of Eq.5.29 is already in the form of Eq.5.1 1 , with u appearing

1 2 5
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in a nonlinear fashion, and the condition rx -f r 2 =  1 +  1 =  2  holds, which implies 

that this system does not possess zero dynamics. Furtherm ore, assumption 5.4 is also 

satisfied and the function ci(x) takes the form:

ci(x) =  F 2 (xx.x 2 . |0 |)  (5.301

where |0 | denotes the upper bound on the size of the uncertain variable, which is 

assumed to  be constant. Clearly, the assumptions required for the application of the 

result of the  theorem are satisfied. Referring to the system of Eq.5.29. we also note 

tha t the uncertain variable 9 does not appear coupled with the input variables u\. u2 

and th a t the  differential equation that describes the evolution of xi is independent of 9 

and u2. The former fact allows using the simplifications discussed in remark 5.3 in the 

controller formula, while the la tter fact suggests tha t there is no need for uncertainty 

compensation term  to be included in the formula tha t calculates the control action 

for the m anipulated input u\.  Note that the synthesis formula of Eq.5.18 cannot be 

readily used due to the nonlinear appearance of the input uj in the system of Eq.5.29. 

To resolve this problem, we first considered the algebraic equation G Xi ( . T i . x 2 . U\) =  o  

and derived its solution in term s of u\.  i.e.. uj =  G n (x i. x2. a ) . Then, the necessary 

controller was found to be: 

ui =  G n (x 1 .x 2. -  xi) -  F 1 (x 1 .x 2))

u2 =  7 7 “  |  “  J 2 ) -  [^ (x ^ x ^ f lo )Li22 [ 02 1

+  G 2 i(x 1 .X2 .G’n (Xi.X2. —  (t'l -  X!) -  Fi(X,.X2)) -  2c i(x )-— —— \
dll lx -2 — l’2j -h <Z> J

(5.31)

For the above robust controller, we note that its practical implementation requires 

measurements of only two of the states of the process (concentration of carbon on re­

generated catalyst and tem perature of the regenerator). A slowly-varving uncertainty 

was considered expressed by a sinusoidal function of the form:

9 =  180.0sin(0.13 * t) (5.32)
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The upper bound on the uncertainty was taken to be \6 \ =  1S0.0. From theorem

5.1, it is clear that there exists a trade-off between the upper bound on the value 

of the singular perturbation param eter t" and the level of asym ptotic attenuation 

d th a t can be achieved. In the application in question, the value of the singular 

perturbation  parameter is fixed by the design of the process, i.e. cf, =  0.3. and thus 

there exists a lower bound on the selection of the level d. We performed a set of 

com puter simulations (for the regulation problem) to calculate o '  for certain values 

of d. and. in turn, the value of e* for o < d>'. The following set of parameters were 

found to give an t '  <  ep and used in the simulations :

3u  =  0.1. ^ 2 1  =  0.02, o = 0.5 (5.33)

to achieve an ultim ate degree of attenuation d = 0 .0 1 . for a value of the singular 

perturbation  parameter e =  0.3.

Two representative simulation runs are reported. In both runs, the process was 

initially (t =  0.0 hr) assumed to be at steady-state. In the first simulation run. 

we tested the regulatory capabilities of the controller. Figure 5.2 shows the closed- 

loop ou tput profiles, while Figure 5.3 displays the corresponding manipulated in­

put profiles. Clearly the controller regulates the output at the operating steady- 

state  compensating for the effect of uncertainty and satisfying the requirements 

lim sup,..^. |i/j — i’i| < 0.01. lim su p ,..^  |;y2 — t’2| < 0.01. For the sake of comparison, 

we also implemented the same controller without the term  which is responsible for 

the compensation of uncertainty, i.e. a decoupling inpu t/ou tpu t linearizing controller 

for the  nominal open-loop reduced system. The output profiles for this simulation 

run are shown in Figure 5.4. One can immediately see how strong is the effect of 

the uncertainty on the outputs of the process, leading to poor transient performance 

and offset. In the next simulation run. we tested the ou tput tracking capabilities 

of the controller. A 25.0 F  increase in the value of the ou tput j/ 2  was imposed at
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time t =  0.0 hr.  The output profiles are depicted in Figure 5.5 and the profiles of 

the corresponding m anipulated inputs are given in Figure 5.6 It is clear that the con­

troller drives the  output t/ 2 to its new reference input value, achieving the requirement 

lim sup^oo 11 /2  — u2| <  0.01. It can be also observed that the output i/j stays very 

close to its reference input value (i.e. the requirement l im s u p ^ ^  ji/i — i \ i  < 0 . 0 1 is 

satisfied). Finally, Figure 5.7 shows the closed-loop output for this simulation run 

in the case of im plementing the decoupling inpu t/ou tpu t linearizing controller to the 

process. It is clear that this controller cannot attenuate the effect of the uncertainty 

yielding unacceptable performance. From the results of the simulation study, we con­

clude tha t the proposed methodology is a powerful tool for the synthesis of nonlinear 

controllers th a t compensate for the effect of uncertainty.

5.5 Conclusions

In this chapter, we proposed a robust multivariable controller design methodology 

for a broad class of m ulti-input m ulti-output two-time-scale nonlinear processes with 

explicit time-scale separation, modeled within the m athem atical framework of singu­

lar perturbations. The proposed controller guarantees boundedness of the s ta te  and 

asymptotic ou tput tracking with arbitrary degree of attenuation of the effect of the 

uncertainty on the output by a suitable choice of controller param eters, as long as 

the singular perturbation param eter is sufficiently small. The method was applied 

to fluidized catalytic cracking reactor with unknown heat of the combustion reaction 

and its performance was successfully tested through computer simulations.
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Notation

R om an Letters

Ccat =  concentration of catalytic carbon on spent catalyst
Csc =  concentration of total carbon on spent catalyst
Crc =  concentration of carbon on regenerated catalyst
D tf  =  density of total feed
d. di -, de. dfj = positive real numbers
Ecc. F qt' For =  activation energies
F, F.  Fnom, f i , / 2 =  vector fields
Frc =  flow rate of catalyst from reactor to regenerator
G. G . G i,G 2  =  vector fields associated with the inputs 
hi =  i-th output scalar field
I \ {x)  =  sufficiently smooth m atrix
kcc. kf-r. kOT =  pre-exponentiai kinetic constants
Ojg =  oxygen in flue gas
Q i =  m atrix  of dimension n x p associated with the slow state vector t  
Q 2 = m atrix  of dimension p x p  associated with the fast state vector r 
R a i  = air rate
Rcb- Ref - Roc =  reaction rates 
R t f  =  total feed rate
r,. r, =  integers associated with the input vector u in the reduced systems 
S a. S c. S f  = specific heats
Tfp. Tai =  tem peratures of the feed in the reactor and the air in the regenerator 
Tra- Trg =  tem peratures in reactor and regenerator 
t =  tim e
u . v  =  m anipulated input vectors 
u = auxiliary input vector
\ rTa. Vj. =  reactor and regenerator catalyst holdups 
v =  external reference input vector 
x  =  vector of the slow state  variables 
y, =  i-th output
r =  vector of the fast state variables

1 3 5
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Greek Letters

3ik =  adjustable parameters
6 . 8 x. 6 ~.6 0 , 6 g,6 e?.8 ji,6 e.6 v. 6 i . . 6 ji =  positive real numbers 
A H rg, A  Ha- =  heat of the reactions 
A H j v =  heat of feed vaporization 
e, eef, e'L ee =  singular perturbation param eters 

=  s ta te  vector 
tj = s ta te  vector 
o =  adjustable param eter

M ath Sym bols

H — standard Euclidean norm
sgn{-) = sign function
Id = identity function
Ljh = Lie derivative of a scalar field h with respect to the vector field f
L)h = k-th order Lie derivative
LgLkf xh — mixed Lie derivative
R = real line
IR* = i—dimensional Euclidean space
€ = belongs to
T = transpose

1 3 6
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A ppendix  A

Proofs o f  Chapter 2

P r o o f  o f p ro p o s itio n  2.1:

It is straightforward to show that the static state  feedback law of Eq.2.16. on the 

quasi-steady-state z3 =  — [<?2 (^)]_ 1 [/2 (^) +  <7 2 (2 *)]^. takes the  form:

u = [ 1  +  -  kT{ x ) Q f 1{x ) f 2{x)} (A .l)

where the scalar function 1 +  kT( x ) Q f 1(x)g2 (x)  is nonzero uniformly in x t  A’. 

Under the state  feedback law of Eq.A .l. the closed-loop reduced system takes the 

form:

x =  F (x ) +  G (x)[l +  -  A-r (x)Q T 1 ( .r)/2 (.r)]
y ' =  h(x)  (A~ }

where the vector fields F[x)  and G(x) are given by Eq.2.6. For the above system, one

can directly show that the relative order of the output y with respect to the auxiliary

input u is exactly equal to r. It remains to be proved th a t the closed-loop reduced

systems of Eqs.2.19 and A.2 are identical. Lemma 2.1 th a t follows states this result.

L e m m a  2 . 1 : Consider the two-time-scalc system of the form Eg.2.1 in standard 

form,  subject to the static state feedback lau' of  Eq.2.16. and assume that the matrix 

Q?(x) +  g2 (x ) kT(x) is Hurwitz uniformly in x  € X . Then, the closed-loop reduced 

systems of  Eqs.2.19 and A . 2. derived by commuting the order of  the operations: i)

1 3 8
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closing the feedback loop, and iij setting e = 0 . are identical.

The proof of the lemma can be obtained along the lines of the proof which was given 

in the case of two-time-scale linear systems under linear static  state  feedback laws 

(see e.g. [KK086]). and will be om itted for brevity. A

P roof o f theorem  2.2:

Under the control law of Eq.2.26 the closed-loop system takes the  form:

x  =  f i ( x )  + Qi {x ) :  + g ^ x )  ^{l + kT{x)[Q2(x)}- 1g2 {x)}^STLGL rF~l h{.r)\

•  1 1 ’ ~  j  j  + gi{x)  { ^ r ( - r ) [ < ? 2( ^ ) ] _ 1 / 2( - r )  +  kT(x) z]

(■= =  / 2 (-r) +  Qi(x ) z  + g2 {x) j [ l  +  kT{x){Q2{x)}~lg2 {x)] [3rL GL rf l h{x)^

• j i '  ~  + g2 (.v) { k T{x)[Q2(x)]~l f 2 (x)  +  kT{x)z}

V =  A(x)
(A.3)

Using the set of variables £. defined in Eq.2.29 the closed-loop system  of Eq.A.3 takes 

the form:
i  =  f i ( x )  + Q\{x)z  + gi(x)  |  i3rLGLrf lh{x)

• ji* -  +  kT{x)(:  -  o j
(A.4)lc=0

- l
ez — f 2(x)  +  Q 2( x) z  +  g2(x)  j  3t L g L f  l h( x

• +  kT(?){ = -  o l
t k=0 J )

The properties of the above two-time-scale system can be analyzed by performing

a standard two-time-scale decomposition. More specifically, introducing a new set

of variables rj, defined as fj = z  — one can easily show th a t the closed-loop fast

subsystem is given by:

^ 7  =  [<?2(-r) +  g2( x) kT(x)]ij  (A.5)

Since the m atrix Q 2{x)  +  g2( x ) k T{x)  is Hurwitz uniformly in x  € A’ by the appro-

1 3 9
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priate choice of the feedback gain kT(x).  the fast dynamics of the closed-loop system 

possesses an exponentially stable equilibrium manifold of the form:

f i i x )  + g2 {x) ^ [ S r L c L ^ h i x ^  1 j e -

(A.6 )

Furthermore, the closed-loop reduced system takes the form:

i  =  [ h ( x )  ~  Q i ( z ) ( £ ? 2 ( : r ) ) _ 1 / 2 ( : r ) ]  +  [ ^ ( x )  -  Q i ( a * ) ( Q 2 ( - r ) ) “ l ^ 2 ( - r )]

| r  -  t  * 4 M x ) U  (A.7)

ys =  h(x)

Calculating the derivatives of the output on the basis of Eq.A.7 yields the following

expressions:

IIs =  h{x)
ys{1) = L Fh{x)

y * - ' )  = LTF~lh(x)

ys"  =  L rFh(x) + LGL rF' l h(x) l [ 8 rL a L rf ]lA( ^ ) ] ~ 1 ( r -£ & £ * /» ( :« • )} }

(A.S)

Substituting the above expressions to Eq.2.25. it is straightforward to verify tha t the 

desired inpu t/ou tpu t behavior is indeed enforced in the closed-loop reduced system.

We will now establish that the relation of Eq.2.27 holds for the output of the closed- 

loop full-order system. To this end. let us denote by x^( t ) .xs(t). the solutions of the 

j-subsvstem  of Eq.A.3 and of Eq.A.7. respectively. Based on the stability results of 

section 2.6. the closed-loop reduced system of Eq.A.7 is locally exponentially stable. 

Furthermore, as established earlier in this proof, the fast subsystem of Eq.A.o is 

exponentially stable, uniformly in j  6  A’. Utilizing these two stability properties, it 

can be shown using theorem 2 . 1 . tha t under consistent initialization of the states x f, 

x { . i.e.. x f(0 ) =  x{( 0 ). i =  l . - - - . n .  the following estim ate holds for the solutions of 

these systems:

j / ( 0  =  x '( 0  +  O (0  • t > 0  (A.9)

1 4 0
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for e sufficiently small. Then, the analyticity of the scalar field h(x)  and the bound­

edness of the trajectories x / ( t) ,x s(t) for all times, directly imply that the following 

estim ate holds for the output y of the closed-loop full-order system:

y{t) = y s{ t ) +  0(e)  . t >  0 (A .10)

where y(t) ,  y s(t) denote the outputs of the systems of Eq.A.3 and Eq.A.7. respectively. 

This completes the proof of theorem 2.2. A

P roof o f theorem  2.3:

Under the  control law of Eq.2.43 the closed-loop system takes the form:

i  = f i ( x )  +  Qi(x)z  + 0 i(x) < PtLcUp. xh(x)
- l

v ~  J 2 f a L kF-h(x)
k= 0 >

- 1
r  -  Y . f c L kp h( i )

k-0
(A .ii;

+g1(x )kT(x)z  

ez =  h ( x ) +  Q2(x)z + g2( x ) \ ^ $ f Ld L Tf xh(x)

+g2(x)lcT(x)z  

y =  h(x)

Employing a standard two-time-scale decomposition, it is straightforward to show 

that the closed-loop fast subsystem takes the form:

^  =  f 2 (x) +  [Qi(x) +  ^2 (-r)

df Ld I S f ' h ( x j \ ~ '  \ v - Y ti3kL kph(x)  
I  k=0

(A .12)

Clearly, the fast dynamics of the closed-loop system possesses an exponentially stable 

equilibrium  manifold of the form:

i  = ~[Q2(x) + g Ax )k T(x)] - l [f2(x) + g2(x)

since the m atrix Q 2 ( x )+ g 2 ( x)kT(x) is Hurwitz uniformly in x  €  A’ by the appropriate 

choice of the feedback gain kT(x).

1 4 1
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Furthermore, the closed-loop reduced system takes the form:

x  =  / ,(x ) +  g (x ) | [ ^ <54 - 1m *)] Y ' ~  ( A1 4 )

ys =  h{x)

It is then straightforward to show by a direct calculation of the derivatives of the 

ou tpu t y on the basis of Eq.A.14, th a t the requested input/ouput behavior is indeed 

enforced in the closed-loop reduced system. Finally, using the same arguments as in 

theorem  2.2. it can be shown that the relation of Eq.2.44 holds for the output of the 

closed-loop system of E q .A .lI. A

1 4 2

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



A ppendix B

Proofs o f C hapter 3

P roof o f proposition 3.1:

It is straightforward to show th a t the control law of Eq.3.13. on the quasi-steady-state 

takes the form:

u = [ 1  +  -  kT{x)Q2 l {x){ f2{x) +  W2 (ar)</)] (B .l)

where the scalar function 1 +  ^T(x )Q j 1 (x)^2 (-r) is nonzero uniformly in x  € A’.

Under the state feedback law of Eq.B .l, the reduced system  takes the form:

x  =  F(x)  + G{x)[\ + k-T{ x )Qi ' ( x )g 2 {x)}- l [u

- k T{ x ) Q ? { x ) ( f 2{x) +  W 2(x)d)\  +  W{x)d  (B.2 )

y s = h{x)

where the vector fields F[x)  and G(x)  are given by Eq.3.6. For the system of Eq.B.2. 

p denotes the relative order of the output y s with respect to the disturbance input 

vector d. For this system, one can directly show that the relative order of the output 

y with respect to the auxiliary input u is exactly equal to r. On the other hand, if

p < r a direct differentiation of the output of the system of Eq.B.2 yields the following

1 4 3
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h(x)
Lph(x )

L*F- l h ( x )

L pFh(x)  +  $ 0 (;r.d)

Lp- 1 h{x) + >̂l (x.d,  d ^ )

LrlT 1 h(x)  +  $ r_p_i(:c. d. d(1). • • •. d[T-~p- V )

L TFh{x)  +  LGLTf 1 h{x)[l  +

• [£ -  k T( x ) Q f l (x ) ( f 2 (x) +  W 2 (x)d)] + $r-p(x.  d. S lK • • •, S r~V)
(B.3)

On the basis of Eq.B.3. it is clear that p =  p, whenever p < r . It remains to be proved 

tha t the closed-loop reduced systems of Eqs.3.16 and B.2 are identical. Lemma 3.1 

tha t follows establishes this result.

L e m m a  3.1: Consider the two-time-scale system of  the form Eq.3.1 in standard 

form, subject to the control law of  Eq.3.13. and assume that the matrix Q?(x) +  

g2 ( x )kT(x) is invertible uniformly in x  € A'. Then, the closed-loop reduced systems  

of  Eqs.3.16 and B.3. derived by commuting the order of  the operations: i) closing the 

feedback loop, and ii) setting e = 0 . are identical.

Lemma 3.1 generalizes a standard result for two-time-scale linear systems under linear 

static state feedback laws (see e.g.. [CGG93]) to nonlinear two-time-scale systems 

under feedback laws of the form of Eq.3.13. The proof of the lemma can be readily 

obtained along the lines of the one given for the linear case [CGG93] and will be 

om itted for brevity. A

P ro o f  o f th e o re m  3.1:

Part 1 : Using the result of lemma 3.1. the reduced system of Eq.3.16 can be equiv-

1 4 4

expressions:

y s =
y * ( l ] _

=

ySM =

yS(p+l) _

ys(r- l) =

vs(r) =
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alentlv written in the form of Eq.B.2. Substitution of the control law of Eq.3.1S to 

the reduced system of Eq.B.2 yields then the following closed-loop reduced system:

x  =  F{x)  +  G (x)[l +  ArT(j)( 5 j 1 (a:)^2 (^ )]" 1 [p(-r) +  q(x)v +  Q ( j .  d. d(1). • • •)

- k T{ x ) Q ? { x ) ( M x )  +  W 2 (x)d)} +  

y s  =  h ( x )

(B.4)

On the basis of Eq.B.4 and following [DK93], it can then be shown that the in­

p u t/o u tp u t behavior of the form of Eq.3.22 can be enforced in the above closed-loop 

reduced system if and only if the conditions of Eq.3.23 are satisfied.

Part 2: Under the control law of Eq.3.25 the closed-loop system takes the form: 

i  =  f i ( x )  +  Qi(x)= + gt(x)  j [ l  +  Arr (:r)[<32(z)]-l02(:r)] [/3rL GL rf l h(: 1 

r  -  j 2 f c L kFh(x) -  (x,  d. d*1'. • • •. dV'-' )]
k—0 k—p

+gi{x)  {^ r (j)[Q 2 (-r)]- 1 [/2 (;r) +  Wi{x)d\  +  £r (*)-}  +  W\(x)d  

ei = f 2 {x) +  Q 2 {x)z +  g2 (x)  | [ 1  +  A-'r (ar)[Q2 (^)]- I ^2 (^)] [drL c L rf lh{x)

V -  j 2 S kL kFh ( x )  -  ( x .  d.  d (1). • • • .  d (k- p)]
k= 0 k=p

+g2 (x) { k T(x)[Q2 (x)]~l[f2 (x) +  U'2 (.r)d] +  kT(x)z}  + W’2 (x)rf
(B.5)

Defining a set of auxiliary variables £. as follows:

f  =  - m x ) ] - ' { f 2 [x) + g2 (x)[i3rL c L rF- l h(x)]- '

v -  j 2 f k L kFh(x)  -  { x , d . S lK - - . . d {k~p)) 1  +  W 2 (x)d  1
k= 0 k=p J J

(B.6 )

- i

1 4 5
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the  closed-loop system of Eq.B.5 takes the form:

- l

V -  j > / £ / i ( x )  -  (x.  d. tfi'K • • ■,
fc=0 k=p

+ F ( x ) ( c - 0 } +  H/2 (x)d 

^  =  f 2 (x) + Q 2 (x)z + g2[ x ) ^ [ 0 rLGL rF- l h(x)]~1

v -  j 2 f o L kFh(x)  -  (x. d. tfi'K • • •. d(fc- p))
h—0 k=p

+ k T( x ) ( = - 0  } + W2(x)d 

T he properties of the above two-time-scale system can be analyzed by performing 

a standard two-time-scale decomposition. More specifically, introducing a new set 

of variables rj. defined as 77/  =  c — one can easily show that the closed-loop fast 

subsystem  is given by:

— ■ =  [Q2{ x ) + g 2{x)kT{x)}T]j (B.S)

Since the m atrix Q 2 {x )+g 2{x)kT[x) is Hurwitz uniformly in x € A" by the appropriate 

choice of the feedback gain kT{x ). the fast dynamics of the closed-loop system possess 

an exponentially stable equilibrium manifold of the form:

VI =  0 (B.9)

Furtherm ore, the closed-loop reduced system takes the form:

- p f c $ k - P {x.d.  d(1). • • • . | |  +  W( x)d  = : T { x ,  v, d) (B-10)

y s =  h{x)

where d =  [d d*1' • • • d^r~p'l}T denotes an extended disturbance vector. From part

1 of the proof, we have tha t the output of the above closed-loop reduced system is

completely independent of d and the inpu t/ou tpu t response of Eq.3.22 is also enforced.

1 4 6
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Furtherm ore, from proposition 3.2. the relative order of y ‘ with respect to v is equal 

to r. and thus there exists a coordinate transformation of the form:

' Cl ' h(x)
C2 Ljrh(x)

=  T(x)  =
Cr L Tf l h(x)

.  V . L v(x) J

(B .ll)

where rj £ IRn r and U'(x) is a smooth vector function, such th a t the closed-loop 

reduced system of Eq.B.10 takes the form:

(  = .4£ +  bv
T) = ■ (B.12)

y s =  Ci
where A  is Kurwitz m atrix of dimension r x r. b =  [ 0  •••0 1] € IRrxI is a column 

vector, and 'P(C.//.d) is a vector of smooth functions. Now. consider the following 

form of the closed-loop full-order system:

' " V " k=0
X  = F(x)  +  G(x) |  i3rLGL rF l h(x) j r  -  ^2/3kL kFh{x)

k=p

(B.14)

+ W(x)d  -I- [C?i(x) +  gi (x )kT[x)](z -  £) 

e i  =  [<22(*) +  £T2 (-r)A':r(.r)](~ -  £)

or in term s of the coordinates (C. 77. r ):

C =  .4C +  bv +  $c(C«»/)»7/ 

i) =  +  <MC< v ) v f

ez = [Q2^-r]) + g2{(-r])kT{C.T])]T]f 

y = Ci

where are matrices of smooth functions. From the stability result of theorem

3.3. we have that if the hypotheses of the theorem are satisfied, there exists an c* > 0, 

such th a t if e £ (0 ,e*]. the states (q. 77. c ) of the closed-loop full-order system of 

Eq.B.14 are bounded. Let e £ (0. e“] and consider the singularly perturbed system,
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resulting from the states (C--) of the system of Eq.B.14:

C =  A (  + bv + $ c(CT])nf

z= =  [Q2 (C»?) +  ^ 2 (C^)fcT(C^)]»?/ (B.15)

y  =  Ci
where t) can be thought of as a bounded input. Performing a two-time-scale de­

composition on the above system, it can be easily seen tha t the fast subsystem is

exponentially stable uniformly in x  € X ,  and the reduced system takes the form:

(•  =  A C  + bv
y3 =  C* (B.16) 

1

where the superscript s denotes state of reduced system, which is also exponentially 

stable. Utilizing these two stability properties, it can be shown using theorem 2.1 

tha t under consistent initialization of the states C<. i-e-> C,? ( 0 )  =  0 ( 0 ) -  < =  1 . • • • . r. 

there exists an e“* € (0 , e“]. such that if e € (0 , e“*], the following estim ate holds for 

the solutions of systems of Eqs.B.15-B.16:

C(f)  =  Cs ( 0  +  O (e). t > 0  (B.17)

From the above estim ate. Eq.3.26 follows directly. The proof of the theorem is com­

plete. A

P roof of proposition 3.3 :

Necessity. Consider the two-time-scale system of Eq.3.1. assumed to be in standard

form. Consider also its corresponding reduced system (Eq.3.5) and assume that p <  r.

Under the control law of Eq.3.31. the two-time-scale system of Eq.3.1 yields:

i  = [f i{x)  + 0 i(*)p(*)] +  [Qi(z) +  <7 i(^)A-t (x)]c + gl {x)q(x)v + t t \ {x )d  
Z= =  I f M  +  0 2 (*)p(x)j +  [ ^ 2 (2 -) +  ^ 2 (2 ?)^T(x)]- +  g2 [x)q(x)v +  W 2(x)d

(B.1S)

One can now easily verify that the fast subsystem  is exponentially stable, subject 

to appropriate choice of kT(x). Moreover, the closed-loop reduced system takes the 

form:
x  =  [F (i)  +  G(x)p(s)] +  G(x)g(x)v +  W'(x)d (B 19)
y3 = h(x)
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For the above system, one can conclude, utilizing the results of propositions 3.1 and

3.2, th a t the relative orders of the pairs {ys.v)  and (y3. d ) are equal to r and p. 

respectively, for which by assumption p <  r. But for nonlinear systems of the form of 

Eq.3.5. it is well-established (e.g.. [IsiS9]) th a t the necessary and sufficient condition 

for achieving exact disturbance decoupling via static state  feedback laws of the form 

u =  p(x) +  q(x)v  is. r < p, which establishes the necessity of this condition. Finally, 

if the condition r  <  p holds, but the condition Ar (x)[Q 2 (x)]_1U 2 (x) =  0  does not 

hold, i.e., for some x  6  A' Arr (x)[Q 2 (3 ,)]~1 B/2 (^) ^  vve have from Eq.B.3 that for 

the reduced system of Eq.3.16 p = r < p. and thus a static state feedback law of the 

form of Eq.3.31 does not suffice to completely eliminate the effect of d on y s in the 

closed-loop reduced system of Eq.B.19. which shows the necessity of this condition as 

well.

Sufficiency : Referring to the reduced system of Eq.3.5. assume that r  <  p and 

Ar̂ (x )[<̂ 2(^ )]— 1 ̂ "2 (^ ) =  0- Then, it is straightforward to show th a t the control law 

of theorem 3.1 takes the form:

u =  [1 + kT{x){Q2{x)}-lg2{x)}[3rLGL rF- l h{x)] ‘ j r  -  ^  ^

+Ar (x)[Q 2 (x)]- 1 / 2 (x) +  kT(x):  

which clearly belongs in the class of control laws described by Eq.3.31 and does achieve 

stabilization of the fast dynamics with approxim ate decoupling of the effect of d on

y.  A

P roof o f theorem  3.2:

Part I: Consider the closed-loop reduced system:

x = F{x) + G{x)p(x) + G(x)q(x)v + G(x)Q ( x . d . d {1), - ■ ■'j + W(x)d  
y s = h(x)

Following [DK93]. it can be shown that the inpu t/ou tpu t behavior of the form of 

Eq.3.37 is enforced in the above closed-loop reduced system if and only if the condi­

tions of Eq.3.38 are satisfied.

1 4 9
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(B.22)

Part 2: Under the control law of Eq.3.40 the closed-loop system takes the form:

i  =  A (* ) +  Q i( x ) x + 0 i(x) 1

~ Y ^ p k^k-p  (x ,d .rf(1 ), - - - ,d (fc_p)) j j + gi{x)kT {x)z + W l{x)d

ci =  f 2{x) + Q 2{ x ) z + g 2{x)i[l3f Ld L Tf l h{x)\  * -  Y ^ 3 kL).h(x)
y  I  k =o

- ^ f a ^ k - p  (x, d. d(1), • • •, d(<:_p)) | | +  9 2 (x )kT{x)z +  U 2 (x)d

Employing a standard two-time-scale decomposition, it is straightforward to  show 

that the closed-loop fast subsystem takes the form:

 ̂ =  / 2 (x ) - f  [Q2(x )+ 5 2 (^ )^ r (ar)]x +  g2 (^)|[^ fZ -G /i^ r1 /j(x)]

u  ~  p P k L kth(x) -  p f c * k - P  f a  d ’ dW • '  • '  •  d(k~']) | |  +  W2{x)d

(B.23)

Clearly, the fast dynamics of the closed-loop system  possess an exponentially stable 

equilibrium manifold of the form:

I  =  ~[<?2 (z) + 0 2 (x)fcr (x ) ] - 1 f 2( x ) + g 2(x){[ l3f L6 Lrf lh{xj\ 1 {r

f * 1 1 1 (B.24)
( x . d , ^ , - - - . ^ )  I +  W2{x)d 

k = 0 k = p  J  J

since the m atrix  Q2{x)+g2(x)kT(x) is Hurwitz uniformly in x 6  A’, by the appropriate 

choice of the feedback gain kT(x).

Furthermore, the closed-loop reduced system takes the form:

1-1 \ v -
k- 1

X  =  F (x ) +  G(x) \[i3f Ld L ^ h ( x ) } ~ 1 \ v - J 2 l 3 k L kf.h(x)

- p f o * k-p • • ■.<ftk-*)) [ |  +  W(x)d

Vs =  h{x)

(B.25)

Finally, using the same arguments as in theorem 1, it can be shown that the controller 

of Eq.3.40 enforces the input/ou tpu t response of Eq.3.37 in the closed-loop system  in 

the limit as e —*• 0. A

1 5 0
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Proof of theorem  3.3:

The proof of the theorem  will be derived utilizing a Lyapunov function which is 

obtained as the composition of two Lyapunov functions for the fast and slow closed- 

loop subsystems (see also, [SK84. Kha92]) and a Lyapunov argument used in [CT95].

The closed-loop system  of Eq.B.13, with i> =  0 , in terms of the coordinates x. i j j  

takes the following form:

(x. d, S ' K  • • •. </<*-'>) 1 1 +  W{x)d  +  [ g x( i)  +  9l ( x )kT(x)]r,f
k = P

ai l  =  [Q2(x)+ g2{x)kT {x)\Tjf + t ( ^ x +  j j id )

(B.26)

Under conditions 1 and 2 . it can be shown, following (e.g., [IsiS9]) tha t the  closed-loop 

reduced system, with d =  0 , tha t is:

x = F (x ) +  G (x ) |[ .d rLGr F- I/i(x )]"I | - ^ Jt4 / l( x ) | | = : ^ 1 (x) (B.27)

is exponentially stable. Using theorem 4.5. in [Kha92], we have th a t there exists 

a smooth Lyapunov function V  : lRn —► IR>o and a set of positive real numbers 

(at, a2, a3, a4, a5), such th a t the following conditions hold:

a i |x | 2 <  \^(a:) <  a 2 |x | 2

< - a 3 |x | 2 (B 2S)

I t T - I  £  « 4 | l |
O X

for all x 6  X  that satisfy |x| <  a5. Consider the closed-loop reduced system with 

d(t) ^  0 :

i  = Jrx ( x ) + ^ [ / 3 r L GL rF- ' h ( x ) }~  | - p f o $ Jk- p (x,d.d<1>,---,d<k-'»)  

+ lV(x)d  = : T\ ( x )  + Q{x,d)
(B.29)

1 5 1
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Observing that the term  Q ( x . d ) vanishes if d(t) =  0. and using the third part of 

Eq.B.2S and |x| <  a5. a direct com putation of the time-derivative of the function 

V(x)  along the trajectories of the above system yields:

i '(x )  =  +

-  £ < * < * »  +  £ < « * • * >  (B-30,
d V

<  - a 3|x|2 -F — (£(x .d ))  
o x  

< - a 3|x|2 +  a4|x|a6|d|

where a& is positive real number. Since d(t) and its derivatives are assumed to be 

sufficiently small, there exists a positive real number f i x tha t satisfies 

where a? < 0 5 . such that |d| <  f i \ .  W henever this condition holds, an application 

of theorem  4.10 in [Kha92] gives th a t the state of the system of Eq.B.29 is bounded, 

for all x € X  that satisfy |x| <  as- Let |d| <  and calculate the tim e-derivative of 

V(x)  along the trajectories of the x-subsystem of Eq.B.26:

L'(z) <  - o 3|x|2 +  a4|x|a6|J |-f  a8|x||7//| (B.31)

where a 8  is a positive real number.

Since the m atrix Qi(x)  +  g2 {x)kT(x) is Hurwitz uniformly in x € -V. the fast 

subsystem:

eh/ =  [ Q 2 ( x ) +  9 2 ( x ) k T {x)}T]f  (B.32)

is exponentially stable. Using lemma 5.7 in [Kha92], there exists a smooth Lyapunov 

function fl : lRn x IRP —» IR> 0  of the form:

SI( x , t u ) =  v J S { x ) T ] f  (B.33)

and a set of positive real numbers (bx, b?, 6 3 , 6 4 , 6 5 , be), such tha t the following condi-

1 5 2
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tions hold:
b i l m I2 <  <  b2\r}f \2

=  - ^ [ Q i i x )  + g2 {x )kT(x)]ri/  <  - 6 3 k / | 2  (B 34)

for all 77/  that satisfy \rjf \ < be- Observe th a t the time-derivative of the state vector

x can be bounded by the following quantity:

|x| < Wi +  w2 \x\ +  u;3 |x| |t//| (B.35)

where u?i,u>2 .ttf3  are positive constants, for all x £ X  tha t satisfy |x| < a5. Further­

more, note th a t since d and its derivatives up to order r — p + 1 are sufficiently small, 

there exists a positive real number (possibly small) fi2 such tha t |dj < p 2- Using

this fact and the estim ates |^ - |  < / 3  and <  U\x\,  where I3 . I4 are positive real
ox od

numbers, we have:
f \ r  p ir

^d x i  +  d d ^  ~  l^ Wl + U ’2IXI +  u,3k l  1*7/1) +  /*2/4|*l B 3 g

<  /3U?1 +  { l3W2 +  ^2/4)!^! +  fewafcl \rif I

Com puting the time-derivative of the function Q(x,r]f) along the trajectories of the

^//-subsystem of Eq.B.26 and using the inequality of Eq.B.35. we get:

o ,   ̂ e n  . d Q .
SKx-r,,) =  3 ^ 1 /  +  ^

<  +  (/3tu2 +  toU)\x\  +  ^3^31-r| |t//|)

+ b 5 \ri f\2{ w l + u>2 |x| +  u>3 |x| |t7/ |)  (B.3<)
b2

<  - ( — -  65UJ1 J^yl2 +  ( b5w 2 +  b4l 3W3) \x\ \ r i f \2 +  65ti>3|x| |t7,|3

+ b 4l3w x\rif \ +  b4( l 3w 2 +  p 2l4)\x\ \T]f \

Consider now the smooth function [SK84] L : 1R" x IRP —> lR>o:

L ( x , T f j )  =  U (x )  +  Q.{x , t)j ) (B .3S)

as Lyapunov function candidate for the system of Eq.B.26. From Eq.B.28 and

Eq.B.34, we have that L(x,r]f)  is positive definite and proper (tends to + 0 0  as |x| —►

1 5 3

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



oc. or \ t ) j \  —► oo), with respect to its arguments. To establish boundedness of the 

trajectories, we will follow an approach similar to the one in [CT95]. To this end. we 

will specify a region in the state-space where the analysis will be performed. First, 

let l5 be some positive real num ber and define u 4 :=  a 2 (a 7 ) 2  +  I5 . Now. define:

u j 5 =  max L { x , t}j ) . (B.39)
{ € IRn x IRP : |x| <  a5 . |t//| <  6 6  }

Let u’6  > max{u>4 ,u;5 } and define the set Cl as follows:

^  f {x,Tif ,d.'d) € IRn x IRP x IR? x IR9 :

\ d \  <  V l  , | cf |  <  H 2  ,  ^ 4  <  T ( X , 7 / / )  <  u l £
(B.40)

The set Cl is com pact. Computing the time-derivative of L along the trajectories of 

this system, the following expression can be easily obtained:

: ,  , d V . dCl . dCl ./ . ( x . , , )  =  (B.41)

Using the inequalities of Eqs.B.31 and B.37. the following bound for L can be com­

puted:

l (x .Tff )  <  - a 3 |x |2 -f-a4 |x |a 6 |d| +  a8 |x ||jj/| -  ( j - - b 5Wi)\Tjfl2

+(b5w2 +  6 4 /3 W3 )|x ||t / / | 2  +  6 5 w3 |a;| |7 / / | 3  +  b4l3wi\rij\ (B.42) 

+b4{l3w2 +  l*2U)\x\\Vf\

Using the fact th a t J77/[ < 6 6. we get:

6 3
L(x.T)j) <  —a 3 |x | 2 +  a 4 a 6 |x ||d | -  ( — -  b5Wi)\T}f \2 + /6 |x ||t//l +  h h m l V f l

(B.43)

where l6 = a8 + beb5w2 -1- b6b4l3w3 +  6 5 to3  +  b4l3w2 +  b4fi2l4. We will now use a

three-step argum ent to show th a t there exists a positive real num ber e* such that if 

t € (0 . e*], then L is negative for all (x ,r)j ,d,d)  € Cl.

S te p  1: r/j =  0. From the definition of the set Cl, (x .r^ .d , d) € Cl fi {(x, 77/ ,  d, d) : 

rjj =  0} implies th a t L[x.r]j) =  V(x) >  u>4, which in turn  implies th a t |x| >
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aoiaj) +  f* i  - - -

( -)J > a7. Using Eq.B.43. we have th a t on fl fl {(x.-qj.d. d):
0-1

L =  V  < —a3|x |2 +  a4a6|x ||d | <  0 (B.44)

Step 2: We will now show that there exists I- > 0. such that for all (x . i ] j . d .d ) £

fl fl {(x,T)f,d,d) : \t]j \ < l7}. L is negative. In this case. L takes the form:

L =  - a 3|x |2 +  a4a6|x ||J | -  ^ - \t}j \2 +  V(x.Tjf) (B.45)

where '4r(x . r j f ) is a continuous scalar function which satisfies 'F(x.O) =  0. Since

(x.T}j.d,d)  6 A f l  {(x.rj j .d.d)  : 77/  =  0} implies th a t |x| > ( Q2̂ ?'^ ~ ^ 5 )? ancj sjnce
° 2

L is continuous, there exists /8 >  0 such th a t (x, T]/.d.d) £  fiD{(x, rjj.d. d) : \tjj\ <  /8} 

implies |x| >  a7. So. from the previous step, we already have that the sum of the 

first two term s in Eq.B.45 is negative. Moreover, the sum of the third and the fourth 

term  is nonpositive. Then, using the properties of there exists l7 < /8 such tha t L 

is negative.

Step 3: \qj\ > l7. Using Eq.B.43, and the various bounds for (x.d.rj j).  we have: 

L{x, r i f )  <  —a 3|x |2 +  a 4a 6k | | d |  “  ( “T “  fesu>i)|»7/|2 +  A s M M  +  b4l3wi\Tjf \

< —a 3 |x | 2  — — l~ + /g
e

(BAG)

where /g =  a4a 6 <Z5 /q +  6 5 wxb\ -f Ua^bs +  b4l3wib6. From Eq.B.46, it is clear tha t L is 

negative, for all (x.rjf .d.d) £ Cl. provided that:

e < M = : e - (B.47)
‘9

Using a claim analogous to the one in [CT95], it can be shown that T(x, 77/)  is bounded 

for all t > 0 . Since, it is also proper with respect to (x . tjj). the boundedness of the 

trajectories follows directly, for all e £  (0, e*]. This completes the proof of the theorem.

A

1 5 5
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A p p en d ix  C

Proofs o f Chapter 4

Proof of theorem  4.1: The proof of the  theorem consists of three main parts. In 

the first part, the global exponential stability  of the closed-loop fast subsystem is 

established. In the second part, the closed-loop reduced system is analyzed using 

Lyapunov techniques to derive ISS inequalities that capture the evolution of the 

states. Then, a direct application of the result of theorem 2  developed in [CT95]. 

(which is briefly summarized at the end of this appendix) is m ade to establish that 

these ISS inequalities continue to hold up to an arbitrarily small offset, for arbitrarily 

large initial conditions. In the third part, the resulting ISS inequalities are studied, 

using techniques similar to those used in [ZPTP95], to show boundedness of the 

trajectories and establish the inequality of Eq.4.28. All the above results will be 

obtained for sufficiently small values of <p and e.

Part I: In this part of the proof, we will establish that the closed-loop fast subsystem 

is globally exponentially stable. Under the control law of Eq.4.26 the closed-loop 

system takes the form:

x  =  F(x.O)  +  G(x, 0)a(x. l\ t) +  [Q i(x ,0 ) +  <7j ( x , 0 )fcT(x)][c — C (x , 0 , 0 ,f>)]

( C . l )

e- =  [Q2{x<9) + g2(x.0)kT{x)][z -  C{x,8,(?>'V)} (C.2)

1 5 6
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where:

C(x,0,< j>,v) =  ~ [Q 2 (x ,0 ) +£r2 (x , 0 )/:r (x)]_ l[ /2 (x , 0 ) +  g2{x.O)a(i.  v.t)} (C.3 )

It is clear tha t the closed-loop fast subsystem:

~  =  [Q2 (x ,5) - f ^ 2 (x,^)Arr (x)][r -  C(x .O , 0 . f’)] (C.4)

possesses a globally exponentially stable equilibrium manifold of the form of Eq.C.3 . 

since the m atrix C?2 (x ,0) + g2(x .0 )kT(x) is Hurwitz by the appropriate choice of the 

feedback gain kT(x).

Part 2: To proceed with the rest of the proof, we consider the representation of

the closed-loop in terms of the C,.r],z coordinates. For ease of notation, we set e: = 

(z — C (x, 0. <?>, i')), x =  A’- 1 (C. 77, 6). We then have:

Ci =  C2 +  e.'J>1 (C,77. 0 .i>)

Cf-i =  Cr +  e.'F r-_1 (C. 77, 6 . v)

Cr =  L rp. h{x) + L f L Tf 1h{x) + eztyf(£,ri,0.v) + LQLrf 1h {x )a {x . i \ t )
* n om  v r  1*

m =  ^i(C , 77- +  e_.'i'r-+i(C ,7?,M )

7/n—f =  $ n_p(C.  7,  0. 0) + e . ^ n (C. 77, 0 . 17)

ei  =  [Q2(x.0)  + g2( x . 0 ) k T{x)]ez

where 'F,, i =  1 . - - -. n are Lipschitz functions of their arguments. Introducing, the 

variables e, =  Ci — t’*1-1*. i = 1 . • • •. r, ef =  ef +  and the notation v =
k=i
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[i> r *11 • • ■ i’*r 1*]r , the system of Eq.C.5 takes the form: 

ei =  e2 +  e ;^ i(e .  i f . i ' .r j .d)

e f - i  =  e fc +  e f  +  e I 'Iff _ x (e ,
k=\"f

ef =  e .^ f { e , i f . i \T ) .d )  + Lp.nomh{x) -  + L^Lrf l h(x)

+r' H ‘r ek+1 +  L d L Tf l h{x )a[x , i \ t )  (C .6 )
k=i

fji =  $ i (e .e f . i \T j ,9 ,6 )  + e: V f+1(e,ef .v,T],8)

Hn- f  = 7/^,0) +  e .^ n(e .e r-,£’,r / , 0 )

t z  =  \Q2{x ,Q) +  g2{ x , 6 ) k T(x)]e:

Set e =  [ei e2  • • • ef_i]T, fj =  [eT tjt ]t . We now follow a two-step procedure to 

establish ISS inequalities for the states e. i f . f }  of the system of Eq.C.6 . Specifically, 

in the first step, we derive these inequalities in the absence of singular perturbations, 

i.e. e- =  0. In the second step, we establish, using the result of theorem  C l given at 

the end of this appendix, th a t these properties also hold up to an arbitrarily  small 

offset, for initial conditions and uncertainties in an arbitrarily large com pact set, as 

long as e is sufficiently small.

S te p  1 : Initially, we note tha t a straightforward Lyapunov function argum ent can be 

used to show th a t there exist positive real numbers, fci.a.^e- such tha t the following 

ISS inequality holds for the reduced e subsystem:

|e ( < ) l< t i e - a‘|e (0 ) |+ 7 e f ||er-|| (C.7)

In what follows, our objective is to show tha t the state i f  of the reduced system of 

Eq.C . 6  possesses an ISS property with respect to i f , e , v , T] , 0 .  and moreover the gain

function saturates at cp. Let us consider the system comprised of the s ta te  i f  of the

1 5 8
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system  of Eq.C.6:
f - i

e? =  L Tpnomh{x) -  u(r) +  L-sL rp. 1h{x) +  +  Ld L Tp. l h(x)a{x. v. t)  (C.S)
nom fc=l P?

To establish that the state  i f  of the above system satisfies an ISS property with 

respect to e,if.v,T],6,  we consider the following smooth function V : IR —> IR>0:

1
V = (C.9)

Defining ef+i =  L Tp.n̂ J i (x )  — t^r*. M  = \L^Up  1 /i(x)|[c2 (x. t )] *, and computing the 

time-derivative of V  along the trajectory of the system of Eq.C.S, we get:

V  =  e r- +  m ' f ' - l i ( x )  + M  \ -  i f
. k = l  P ?  I  fc=1 P f

A  A

—2 [ct (ar. <) +  \ J 2 j - e k+i\]w{x,(p) 
k—l Pf

(C .1 0 )

Furthermore, it is straightforward to show that the representation of the function 

w ( x , 0 ) in terms of the variable i f  is given by:

w ( i f , o )  =  

Substituting Eqs.C .ll into Eq.C.10. we have:

I'M +  0
(C .ll)

V  <  M i f l - i f - 2 c i (x . t )  + E ^ e fc+i| 
k=i Pr

+{M  1 — 1 )^2~r^k+i  +  LsLTp lh(x) 
k= 1 Pf

< A / j - e ? - 2 C i ( x . f )  +  E “ Cfc+1 

A:=l P f

Ififl +  0

i l

+  l®r||$3 -j-efc+1| +  |ef| \L fLTp xh[x)
k=\Pf

< M \ - e j -  

+  0

Ci(x,f) +  E j Ch i
fc=l Pf

\LgL y l h(x)\ + \ £ % - e k+l 
k= 1 PT

e f  +  0

i l

(C .1 2 )

|e r-| +  0
N  1

|ef| +

From the last inequality and the fact th a t M  > 1 (this follows from the definition 

of M  and assumption 4.4), it follows from assumption 4.3 th a t whenever |er-| >  <f>.

1 5 9
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the tim e-derivative of the Lyapunov function satisfies V <  —ej. This fact implies 

tha t the u ltim ate bound on the state i f  of the system of Eq.C.S depends only on the 

param eter 0  and is independent of the states e, 77 and the vector of uncertain variables 

9.

Let us now study the time-derivative of V  for (e l̂ <  <Z>- To simplify the  notation, 

we set U  =  [ef f)T 9T vT]T. Then. Eq.C.12 can be w ritten as:

V  <  w { - i ?  +  ^ | [ | i i 4 - ‘A(x)! +  E ^ £ W1|] l
1 J ( C . 1 3 )

<  - e l  + M W t i

where p is a class function. Summarizing, we have tha t V  satisfies the following 

properties:

V  < -  , |er-| >  min{^.2p(|W |)} =: iu(\U\) (C.14)

From the above equation, a direct application of the result of theorem 4.10 reported

in [Kha92]. can be performed to conclude tha t the following ISS inequality holds for

the state  i f  of the system of Eq.C.S:

| e r- ( 0 | < e - ° - 5‘ | e r- ( 0 ) |  + 7^(11^11) ( C . 1 5 )

Before we proceed with the rest of this step, we will assume that 0  E (0, <£“], where :

'  - rrb ( C - 1 6 )

Consider now the following reduced system:

i x =  e 2

• -e f - 1 — /  . a  e fc "F e f
( C M )

T) 1 =  ^ i(e , ef, u. 77, 9,0)

9n — r =  'I'„_r-(e,er-, V , T } ,  0,9)
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From assumption 4.3, we have that the 77 state of the above system possesses an 

ISS property with respect to  e , i f .9 .6 .  We also note th a t the system of Eq.C.17 is 

a cascaded interconnection of two ISS subsystems and thus, the state 77 =  [er  77r ]r  

possesses an ISS property with respect to  i f .  6.0 [SonS9. ZPTP95]. To apply the 

result of theorem C l (appendix C). in step 2  of the proof, we need the existence of 

a converse function for the system in Eq.C.17. The existence of a converse function 

for this system can be derived utilizing the converse theorem developed in [SW95]. 

In particular, we have tha t there exists a converse function for the system in Eq.C.17 

and the existence of this function implies th a t there exist a function 3n of class I \L  

and a function 7  ̂ of class K  such tha t the following ISS inequality holds for the state

|t?(0 |  <  Aj(|77(0)|,O +  7f?(l|[ef0T 0r ]T||) (C IS )

<  & ( |i f t0 ) |,0 + 7 * ( l f r l l )  4- 7 i(||* l|) +  7*(ll*ll) 
where 7 5 ,,  7 e. 7 g are class I\ functions respectively, defined as 7 ef (s) =  7 s(s) =  7 g(s) =

S te p  2 : We will now utilize the result of theorem Cl (appendix C) to establish

that the ISS inequalities of Eqs.C .lo-C .lS continue to hold up to an arbitrarily small 

offset, for the states i f .  fj of the singularly perturbed system of Eq.C.6 . In order to 

proceed with the application of this result, we define a set of positive real numbers 

(6ff . 6^. 6;. 6g. 6g. 8D. Sfj. Sff . df f . dfj). where 8: .8g.8g.8f. were specified in the statem ent 

of the theorem, d^ is an arbitrary positive real number.

' f - 1
(C.19)

^  -  |x |< 5 r , |0 |< i0. |9 |< ie ] ] C l ( l ’( l> I Fnom/l ( ; r ))l  +
,Jt=l t/=l

where \ u{ x . O ) .  v  =  1  n  — r  are scalar fields defined in assumption 4.2, 8 f f >

8Z.+  23. 8n > D v + :yff {8i f ). with Dv :=  3ij(6ii.Q) + -yg{8g) + ig(8g) + dij, and dif =  0  < d 

(without any loss of generality). The recison for these choices will become clear

161

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



subsequently.

Let us now consider the singularly perturbed system comprised of the states (er-. r ) 

of the  system of Eq.C.6 . For this system , the application of theorem Cl (appendix 

C) is possible because this system is in standard form, possesses a uniformly globally 

exponentially stable fast subsystem, and the reduced system of Eq.C.S is input-to- 

s ta te  stable with respect to U (Eq.C.15). Then, there is an eef(o) > 0 such that if

e €  (0, £*(*)] and |er-(0)| <  6Sf, |s(0)| <  S3, \\0\\ < 6g, ||i>|| <  Ss. ||^ || < 6f„ ||e r-|| <  4 -

then

|e\-(f)| <  e-°-5 ‘|er-(0)| +  7w(||W||) +  <t> (C.20)

Notice also th a t the explicit dependence of the upper bound on the singular perturba­

tion param eter eef on <f> is due to the appearance of param eter o in the right-hand-side 

of the differential equation which describes the closed-loop fast dynamics.

It can be also verified that the result of theorem C l reported at the end of this 

appendix is also applicable to the singularly perturbed system comprised of the states 

(e. 77, z) of the system of Eq.C.6 . with the  same converse function which exists for the 

system  in Eq.C.17 and its resulting ( ^ , 7 fj) (see also the discussion at the end of step 

1 ). So we have tha t if e € (O.e^(c))] and (77(0 )( <  6 ^, |c(0)| <  8Z, ||0 || <  8g, ||0 || <  8g, 

ll^ll <  ||er-|| <  6ef . then

1 ^ ( 0 1  <  .^ (l^ ( 0 )|.<) +  7»7(ll[cf ^r ^r ]r ||) +  f̂i

<  d , ( | ^ ( 0 ) M )  +  7 5 , ( | | e r- | | )  +  7 * ( | | 0 | | )  +  7fl( l l^l l )  +  d*

For the same reasons discussed above, the upper bound e’1 depends on 0 .

(C.21)

Part 3 : In this part of the proof, we will show th a t given the set of positive real 

num bers 8i.,8fj.8.,6g,6g,6y,d (already specified) and with <f>' defined as in Eq.C.16 

and 0  € (0,d>’]. there exists e*(d) E (0. ê (<zi)], such th a t if e 6 (0, e*(0)] and |er-(0)| < 

6if . (77(0 )! <  6jj. |~(0)| <  ||0 || <  6g, ||0 || <  6g, (|i7|| <  8g the output of the

closed-loop system of Eq.C.2 satisfies the  relation of Eq.4.28.
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To establish this result, we will analyze the behavior of the dynamical system 

comprised of the states ef, 77 of the system of Eq.C.6 . for which the inequalities of 

Eqs.C.20-C.21 hold, using calculations similar to those used in [ZPTP95]. In the first 

step, we will use a contradiction argument to show tha t if o €  (0 . 6 *] the evolution of 

the states ef.T/, starting from initial conditions tha t satisfy |ef(0 )| <  6^.. |^(0 )| <  8  ̂

and for 9. 9, v such that ||0 || <  8g. ||0 || < 8$. | |r | |  <  satisfies the following 

inequalities:

\ m \ < 6 i  (C.22)

for all times. In the second step, we will analyze the asym ptotic behavior of the 

system  comprised of the states e, ef of Eq.C . 6  and establish tha t the inequality of 

Eq.4.28 holds.

S te p  1  : We will proceed by contradiction. Let T  be the smallest tim e such tha t 

there is a 8 so th a t t € [ T , T  +  6 ) implies either |ef(£)| >  8gf or \fj{t)\ > 8fj. Then, 

for each t € [0, T] the conditions of Eq.C.22 hold. Consider the  functions e j (<). fjT(t) 

defined as follows:

< € [ 0. r ]  ) < € [ 0. r ]  1 c  .
r ( j - \ 0  f €  ( T.  00) J ' t €  {T. 00) J

From the fact tha t ||0 || <  8g, ||#|| < 8g, we have that:

s u p  ( ^ - ( | ^ ( 0 ) | . O  + 7 9 ( 1 1 ^ 1 1 )  +  7 9 ( 1 1 ^ 1 1 )  +  ^ )  <  !3ri(8fj , 0 )  +  i 8 { 8 g )  +  l f g { 8 g ) + d fj = :  D *  
0 < t < T

(C.24)

sup (e_o-5 t |er-(0 )| +  7 w(||Wr||) +  4>) < 8if +  <p + <i> < 8S. +  2<p
0 <t <T K '

Combining the above inequalities with Eq.C.20, and also combining Eq.C.24 with 

Eq.C.21. we have tha t for each <& 6  (0, <£’]. t 6  (0 . e ^ ) ] ,  and for all t > 0 : 

| | e T | l < ^ + 2 ^ < 4

H ^ll <  0 « +  ii.d le H l)  < D «  + % ,(& ,) <  6,

By continuity, we have tha t there exist some positive real number k such tha t

1 6 3
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||e^+*(^)|| <  8if and ||77r+fc(f)|| ^  ^ • V f € [O.T + k\. This contradicts the defi­

nition of T.  Hence. Eq.C.22 holds V i > 0.

S te p  2  : In this step, we will analyze the asymptotic properties of the intercon­

nection consisting of the states e, ef of the system of Eq.C.6 . in order to recover the 

inequality of Eq.4.2S. We initially proceed with a direct application of theorem Cl 

reported at the end of this appendix to the interconnection comprised of the states 

(e, r) of the system of Eq.C.6 . To this end. we consider the set of positive real num­

bers {6 ' ,6„88,6j,60,dg), where 8e > |r | < ^ |< gp{X^|(n(t~1 )-T^.~JmA (j))[}.
nom

were specified in the theorem, and ds = <j>, without any loss of generality. Then, there 

is an ee{(i>) € (0 , c (̂<̂ )] such th a t if e € (0 ,ee(d)] and |e(0 )| <  b, |r ( 0 )| <  8Z. | | 0 || < 8g. 

I\0\I < ||n|| < (5C„ then:

|e(<)| <  fcie-“‘|e(0 ) | + 7 eV||er-|| +  fl> (C.26)

In step 1. we established tha t the trajectories of the closed-loop system  sta te  bounded 

for all times, for <t> € (0 , <t>u\ and e € (0 , ee(d)].

C la im  : The following inequality holds:

lim sup |e (f)| <  7 5 - (lim sup |er-(f)|) +  d (C.27)
( —  CO (  —  CO

P r o o f  : First, we note that:

||c (t) || <  +  lef-ber +  <2> =: 6  (C.2S)

The fact tha t the inequality of Eq.C.26 holds for every initial tim e t0 [CT95], yields 

tha t V t > tQ:

|e(f)| <  £ ie-a(' _<o)|e(f0)| +  7 ef sup |er-(r)| +  <t> (C.29)
r> (0

Pick < o = 2 ‘ ^hen have:

|c(0 l ^  A:1 e_a(?)(6 ) +  7 5 , sup |er-(r)| +  <j> (C.30)
T - 2

1 6 4
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Taking the limsup of both sides, the result of the claim can be obtained. A

Furtherm ore we have that (see Eq.48):

lim su p |e f(f)| <  0 +  © <  2© (C.31)
t— -00

Combining the inequalities of Eqs.C.27-C.31, the following bound can be written for 

e:

lim sup |e(£)| <  7ef (2^) +  <j> < d (C.32)
f —  OO

We then have that for each <f> € (0, 0 “] and t  £ (0 ,e®(<2))]:

lim sup|?/(f) — u(f)| =  lim su p |e i(t) | 5- d (C.33)
t—OO f — OO

Summ arizing the above inequality and all the other results of the theorem are obtained 

for o £  (0 . 0 '] and e m ( 6 )  =  e e ( o ) .  The proof of the theorem is complete. A

P r o o f  o f  p ro p o s itio n  4.1: Initially, a direct application of the identity of Eq.4.1

yields:

det(Q2(x .9 )  + g2{x.9)kT(x)) =  det{Q2{x. 9))det(IpXp + Q2l {x,9)g2{x .9 )kT(x))

=  det{Q2(x.9))det{\  +  k T(x )Q2l{x.9)g2{x,9))
( C M )

From the hypothesis of invertibility of the m atrix Q 2(x,9)  uniformly in x  € IRn, 

9 € IR7 and the above calculation, it follows directly that the m atrix Q2(x.9) + 

g2( x .9 )k T(x) is invertible uniformly in x  € IR", 9 6  IR9 if and only if the scalar 

1 +  k T( x ) Q ^ ( x .  9)g2(x. 9) is nonzero uniformly in x € IR”. 9 £ IR’ .

It is now straightforward to show that the control law of Eq.4.14. calculated on 

the quasi-steady-state of Eq.4.6 takes the form:

u =  [1 +  -  kT( x ) Q i l( x J ) f 2(x,9))  (C.35)

Substitution of the state feedback law of Eq.C.35 into the open-loop reduced system
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of Eq.4.7 yields the following reduced system:

x  =  F ( x ,  9) +  G{x.  # ) [ 1  +  kT( x ) Q f 1{x, 9)g2[x. 5)]_1[u — k T(x )Q 2 l {x. 9)f2{x.9)\  
y =  h{x)

(C.36)

where the vector functions F[x,9)  and G[x.9)  are given by Eq.4.7. Now. it can be 

easily verified tha t the reduced system of Eq.C.36 is identical to the reduced system of 

Eq.4.17. Note that these systems were derived by commuting the operations setting 

e =  0  and closing the feedback loop, (see also [KK086. CGG93]. for an analogous 

result in the case of linear singularly perturbed systems).

On the other hand, it is clear from the structure of the system of Eq.C.36. and the 

hypothesis r < s tha t a direct differentiation of the output of the system of Eq.C.36 

up to order r yields the following expressions:

y =  h(x)

?/(1) =  L Fh {x )

y {2) =  L Fh ( x )

: (C.37)

= L Tf l h[x)

f/(r) =  L rFh{x) + LGLrf l h{x)[l + kT(x)Q2l {x,9)g2{ x .9 ) ] '1

[£ -  kT{x)Q2l( x . 9 ) f 2{x,9)]

On the basis of the above expressions, it is clear that for the reduced system of

Eq.C.36. (and therefore for the reduced system of Eq.4.17), r = f  < s. This completes

the proof of the proposition. A

R ev iew  o f  th e o re m  2  in  [CT95]: We recall a result developed in [CT95], (see also 

[CT96]). Consider the singularly perturbed system:

x = f { x . z . 9 ( t ) . c )  ( r i K \
ez = g{x, z, 9(t), e) (U Jb)

where x  € IRn. ~ 6  IRP. 9 € IR7. The functions /  and g are locally Lipschitz on 

IRn x IRP x IR7 x [0. e). for e sufficiently small.

166

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



A ssum ption C l: The algebraic equation g ( x . z s.0) =  0 possesses a unique root:

z3 = h{x.0)  (C.39)

with the properties that h : IRn x IR’ —+ IRP and its partial derivatives are

locally Lipschitz and /i(0,0) =  0.

Consider also the corresponding slow and feist subsystems:

x  =  f { x , h { x , 9 ) . 9 . 0) (C.40)

^  =  g(x ,h (x ,9 )  + y .9 ,0)  (C.41)
dr

where y =  z — h(x,9).  The assumptions tha t follow state  our stability requirements 

on the slow and fast subsystems.

A ssum ption C2: The reduced system in Eq.C.^O is input-to-state stable with the 

class-KL function (3r and the class-K function 7 X; more precisely there exist a smooth 

function V : IRn —► IR> 0  and class-Koo functions a i .a 2,a 3 ,a 4 such that:

a i( k l )  <  v ix ) < <*2(1*1) (C.42)

V'(x) =  *zz~f(x. h {x ,0 ) ,9 .0) <  a 4 (|0|) -  a 3 (|x |) (C.43)
ox

for  all 0 € IR’ and all x € IR". hold and the existence of  such a V’ implies that Eq-4-13

holds with 3 =  dr and 7  =  7 X.

A ssum ption C3: The equilibrium y = 0 of the boundary layer system in Eq.C . 4 1  i$

globally asymptotically stable, uniformly in x € IRn. 9 € IR9.

The main result is as follows:

T heorem  C l : Consider the singularly perturbed system in Eq.C.38 for which as­

sumption Cl holds and let y = z — h(x,0).  I f  0(t) is absolutely continuous and

assumptions C2 and C3 hold, then there exists a function j3y of  class K L  such that,
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for  each set of  positive real numbers (8x,8y.8s,8g,dx .d y). there is an e' > 0  such that

i f  e € (0 , e’] and |ar(0 )| <  8X, |t/(0 )| <  8y. ||0 || <  8g. ||0 || <  8g, then

M O I  <  & ( l * ( 0 ) | , O  +  7 r ( P I )  +  </r (C.44)

| y ( T ) |  <  0 y l ' „ [ y , ' „ T )  + dy (C.45)

where Sx and 7 r  are the functions defined in assumption C2.
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A ppendix  D

Proofs o f C hapter 5

P roof o f theorem  5.1:

The proof of the theorem is conceptually analogous (although notationally more in­

volved) to the one given in Appendix C for single-input single-output systems. In 

order to stress the issues associated with the multivariable nature of the problem 

and avoid repetitions, we will refer without proof to some results established in the 

proof of theorem 4.1. The proof consists of three parts: initially, the global exponen­

tial stability of the fast dynamics of the closed-loop system is established: then, the 

closed-loop reduced system is analyzed using Lyapunov techniques to derive bounds 

tha t capture the evolution of the states in terms of the initial conditions and the 

inputs, and a direct application of a result of theorem C l (appendix C) is made to 

establish that these bounds continue to hold up to an arbitrarily small offset, for the 

singularly perturbed system. Finally, the resulting bounds are utilized, using tech­

niques (small gain theorem type calculations) similar to those used in [Tee96] and 

[ZPTP95], to show boundedness of the trajectories and establish the inequality of 

Eq.5.20. All the above results will be obtained for sufficiently small values of <p and 

c.

Part 1: In this part of the proof, we will establish that the closed-loop fast subsystem

1 6 9
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is globally exponentially stable. Under the control law of Eq.5.18 the closed-loop

system takes the form:

I [islhzlP'ft
m f, q 

.■=i/t=i (D .l)
m r;

- ( 2  +  6)[c!(x, t) + E £ - ~ ( i ’ik) ~  Lf'nomhi (x) ) \ ]w(x.  6)  
t= U -= l  Pif,

+[C?i(x,0) +  G i(x,0)A '(x)][r -  C { x . 0 . 0 .

ei =  [ Q2( x , 0) + G2 (x, 0)A'(x)][x -  C(x , 0, o. r j fc))] (D.2)

where:

C( x , 0 . Q , v l h]) =  ~[Q2(x.0)  +  G2( x , 0 ) A ( x ) ] - 1[ / 2( x ,0 )  +  G 2(x .0 )  {A(x.f)
m r, /3 m f t

, t = lfc=l U|r* 1 = 1 k= \ ■ lr*

m ft j
- ( 2  +  6 )[ci(x, t ) +  -  L kpnamhi(x))\]w(x, o)

i=i  k=i  P' f *
' (D.3)

It is clear th a t if the m atrix A'(x) is chosen so that the m atrix Q 2 (x, 0) +  G 2 (x, 0)A'(x) 

is Hurwitz uniformly in x € 1R". 0 € IRg the closed-loop fast subsystem:

^  =  [Q2(X'0) + G2( x .0 ) K ( x ) } [ z - C ( x .d , c p , v {tk))} (D.4)

possesses a  globally exponentially stable equilibrium manifold of the form of Eq.D.3.

Part 2: To simplify the notation, set

Ci ( x , e )  =  [Ld l L ff l hi ( T - l (C.Tl , 9) )  ••• l 6mi j - , M r 1( C . i / , f l ) ) ] , i = l  m , c : =

{z — C (x. 0 , <t>, u-fc))). Observing the similarity in the structure of the system of Eq.D.l 

and the x-subsvstem of Eq.5.9 and using assumption 5.2, the representation of the

1 7 0
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closed-loop system of Eqs.D .l-D .2 in (£ , t] . z ) coordinates takes the form:

c"L, =  +

=  L p , ( T - ' ( ( , n . 9 ) )  + e M ’ ( C ^ . e . i f ' l  +  C . l x . S )
f  m  f ,  q  

f  t '= U = l  ^ ' r >

+ E E ^ ( » r i , - 4 i M x ) )/ J . .  V ‘ F r
.=  lfc= l

m f' iS ’L
- ( 2  + 4 ) [ c , ( i ,  J) +  C E T - ( t’!‘ 1 -

r= lfc=l lf .

Ci“ > =  d " 1 + e = * S m,( C , ' / . « , t . ' t ' )

c £ i .  =  c £ ’ +  ==*£!.,(< ;,v . M * 1)

< £ ’ =  4 " A „ ( T - '« . - ! .9 ) )  +  eI ^ : l( ( ,> ,,9 .d i | ) +  C „ ( x .« ) { d U .( )

+ t t ^ r 1 -f i=U=l ,=U ~l^‘r,

m r’’ I,
E Z j * - 1
i=U-=l

-(2 +  6 ) [ c ! ( x . O  +  l E E ^ T ^ 1’.-*’ -  L kp . A,-(x))|]u;(x,©)

Vi =  ^ i ( v ^ C 9 J )  +

=  V n- Y iifS£ 'V '9 -8)  +  e ^ n l C ^ M ; * 0) 

ci =  [Q2(T-l ( ^ V.0).9) + G2( T - l ( C r j J l d ) K ( T - \ C r ] . e ) ) } e : 

y, =  Cl0 - » =  i  m
(D.5)

where 'pjj.1*, i =  1 , m, fc =  1......... f,, and f,+i’ • • • ' ^n< are Lipschitz functions

of their arguments.

Introducing, the variables e — vjk i = 1 . ej-',' =
m r' 1’ 1 $ik

E c£l +  E E  j M 0’ and the notation e(,> =  [e(, 0  e['] ■ ■ ■ 4 ‘i)_ 1]T, 
.=i .=i < .= 1  P'r<

1 7 1
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e =  [e(Dr  e(2 )r  . . .  e<"»T]r i} =  [er  rjT]. er- =  [ e f  e f  • • • e f  >]T.

vi — [r ('0) v!^ l’!r,-1)]7\  V =  [viT v f  ■■■ l’mT]T, M i { x ,6 . t ) =  C ,( t .0 )A ( j. t). the

system  of Eq.D.5 takes the form:

4" =  e f  +  e . ^ f

4"i II 
•• 

1

ii
'M

3

ii
M

i
J&

IX
b

id)
en =  e: t f f ( e . e f ,i

1 = 1

m f,  , j ( l )
( i )

Z-«Z^ j(i) fc+i 
■=u=i %

f t -

~  ^  -  ( 2  +  6 )[c1 ((e .e f .t) ,j / , 0 ).O 

+  E 1 C T ^ c*+i I M ^ - 1 (e, ef , u, 7 , 0)), <t> )|
i=U=lJ 'r, J

e f ’ =  e f*  +  e .^ im)(e. e?. v. 7 , 6)

4;’ = eA£\e.ef.v.VJ) + LgLf-lhm(T-'(e.h,i,n,6)) + J2Z%4U
i = \ k=l P i f t

( m f,
+ M m(x ,9 . t)  { ~  t f  -  (2 +  6 )[ci((e, er-, i\  7 . 6). t)

i s l f c

+  E £ l ^ e!tji I M ^  l (e- ef, u. 7* #)), )
i= U - = l  ^ « r .

7 1 =  D, t? .M ) +  e - ' 5 ^ r-i+1 (e ,e i:.{', 7 , 0 )

7 „ - ^ t r-, =  ® n_ £ | f l ( e , e f . y , 7 , M ) +  e . ' &„ ( e , e f , i ; , 7 , 0 )

= [<52(e.er-.u .7 ,0 )) +  G’2 (e. ef , u, 7 , 9) )K (T ~ l {e, er-, t>. 7 , 0))]e-

y ,  =  c f * .  i = l  m

(D .6 )

We will proceed with a two-step procedure to establish the ISS bounds that capture

1 7 2
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th e  evolution of the  s ta tes  e, ef, 77 of the above system . In p articu la r, we will initially 

ob ta in  these bounds in th e  absence of singular pertu rba tions (i.e. when the  singular 

p ertu rb a tio n  p aram eter e is equal to zero). Once these bounds are  derived, we will 

apply the  result of theorem  C l (appendix C) to establish th a t these bounds continue 

to  hold up to  an arb itra rily  small offset, for in itia l conditions and uncertain ties in an 

arb itrarily  large com pact set, provided th a t e is sufficiently sm all.

Step 1 : F irst, note th a t the  linear s truc tu re  of e subsystem  of th e  reduced system of 

Eq.D.6 and th e  fact th a t it is exponentially stab le  when ef =  0 allows using a direct 

Lyapunov function argum ent to show th a t there exist positive real num bers. k v. a.  -)if 

such th a t the following ISS bound holds for th e  reduced e subsystem :

|e (0 | <  fcie-°'|e(0)| +  7e*||ef|| (0.7)

In the  rest of th is step , we will show show th a t th e  controller of E q .5.18 ensures th a t 

th e  subsystem  consisting of the s ta te  vector ef =  • • • ef™']r  of th e  reduced

system  of Eq.D .6 possesses an ISS property w ith respect to e f .e . v . t j , 0 .  and more­

over the  gain function saturates a t 6 . To this end consider the  following singularly 

pertu rbed  system :

<=f =  e; 'Ff(e, ef, C \ 77, 9) +  L

i=ik=1

m f, ,j |
e. ef . i\ T ] ,  9), t) +  E £ - ^ 4 + i l M T _I(e. ef , v, 77,0)), 4>) i

1=1 k=i J

=  K M T -1 (e, e f ,t '.  rj,9).9) -I- 6 '2( r _1(e, er-. r .  77,0 ), 9) I \{T~1{c, er-. i \  77,0 ))]e_-
(D.S)

where ^ f(e . ef, 0.77,9) =  [ ^ ^ ( e ,  ef. v, t j , 9 )  • • • ^ ^ ( e ,  e f, u, 77,0 )]r , 

r (f) =  [n‘r' ,) •••

L t L y l h(T- ' (e , &f , v , r i . O) )  =  ef , e, 77,0)) •••

1 7 3
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L^LT̂ ~ l hm(T ~ l (e. i f ,  i \  tj. 0))]t . From part 1 , we have that the fast dynamics of the 

above system is globally exponentially stable. Consider the reduced system corre­

sponding to the singularly perturbed system of Eq.D.S:

m r, a (  m r , , j

i f  =  L i l ' f ' H . T - ' i i . i ' . w ) )  +  +  M  { - E E i r ' l t .  -  i f  ■
z = U = l ' l r . [  t r l b r t r t

m ** Q. 1
- ( 2  +  6)[ci((e,er,i\rj,0).t) +  \ Y ^ ^ ek+i\]MT~l(e.ef.v>V.8)).o) >

. = l f c = l ^ i r ,  J

(D.9)

To establish th a t the above system  is ISS with respect to e , i f , v , i ] .9 .  we use the 

following smooth function V  : IRm —► !R>o:

V  =  i t ?  (D.10)

Calculating the time-derivative of V  along the trajectory of the system  of Eq.D.9, we 

have:

V  =  e j
m r' fl-, I m  r,  j

L s L ^ h i T - ^ e . e r - . v , ! ] ^ ) )  + + M  < ~ E ] C ^ efc+i
i=lk=lPtf> i=lk=l ■ ,r>

(— +  &)[ci((e,ef.r,7, 0),f) +  ‘(e. ef . r. t/, 0)), ci.)
i=ut=i

(D .ll)

Furtherm ore, it is straightforward to show that the representation of the vector func­

tion w{x. o) in terms of the vector e? is given by:

iu{ef ,0)  =  ^  , (D.12)
M  +  <}>

Substituting Eqs.D.12 into E q .D .ll and using the fact that 1 <  <rm,-n {M (x. 9, <)} <

1 7 4
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o~max{M(x.9j)} < b and the  inequalities of Eq.4.2. we have:

V < e j  { — M { x , 6 J ) e f  — ( 2  +  b)M{x,Q,t)[ci{T~l (e.e?. v. r].d).t)

m r* 8
il.:=1 fc=l ,Tt

< \ - e j -  {2 + b)[cl {T  1 (e ,e r- .u , 77,^ ) ,t )  +
\  i=U-= r tr*« |£ f |-r  O

m /9-l
+(1 +  6 ) ( | e f | ( E 5 Z T “ et i i  I +  Cl(r_ l (e. er-, v. J?. 0). 0 )

i=ifc=i

<  I - e l  -  [ci{T- l {c , i f ,v ,T j ,e ) , t )  +  E X ) | ^ efc+il]r-f l
[ *=lfc=l ^ir> len +  ^

m *x ft- f-  1
+<2 ) ( 1  +  6)[ci(71_1(e. i f .  v ,  tj, 0 ) ,  t )  +  l E E ~ j ~ ei‘-H0 j - , r -  >

,= u = iw . |ef| +  0 j
(D.13)

From the last inequality, it follows directly that if |ef| >  <£(1 +  6 ). the time-derivative 

of the Lyapunov function satisfies V' <  — i f .  This fact implies tha t the ultim ate 

bound on the state  i f  of the system of Eq.D.9 depends only on the param eter <z> and 

is independent of the states e, 77.

We will now analyze the time-derivative of V  for [e |̂ < <Z> ( 1  +  b). For ease of 

notation, we set U  =  [ef fjT 6T r 7’]7'. Then. Eq.D.13 can be written as:

{
m  /■?•

- el +  ( 1  +  ef . r , 77. 0 ). f ) +  E E ^ ^ ' - h I ]

1 = 1  i = 1 ' * (D.14)
<  —el  +  ( 1  +  6 ) | e f | p ( | Z Y | )

where p is a class A'oo function. Summarizing, we have th a t V  satisfies the following 

properties:

V  <  - 1 ^ .  |er- |> m in { ^ ( l  +  6 ) ,( 2 ( l + 6 )p ( |W |))} = :7 W(|W|) (D.15)

Using the result of theorem 4.10 in [Kha89], we get th a t the following ISS bound

1 7 5

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



holds for the state  i f of the system of Eq.D.9:

IM O I< e -° - 5 ‘|er-(0)| +  7w(l|W||) (D.16)

Before we proceed with the  rest of this step, we will assume that o 6  (0 . d"]. where :

*  =  ( l  +  6 ) ( l + 2 7e>) ( D -1 , )

Consider the singularly perturbed system consisting of the states (e. 77. z ) of the system 

of Eq.D.6 . For this system , it can be shown th a t its fast dynamics are globally 

exponentially stable and the 77-subsvstem of the reduced system is ISS with respect 

to e. i f .  9. 9. Furtherm ore, the state fj =  [eT tjt ]t  of this system possesses an ISS 

property with respect to  i f ,9 ,9  [Son89, ZPTP95]. Utilizing the converse theorem 

developed in [SW95]. we have that there exists a converse function for the system 

comprised of the states (e. 7 7) and the existence of this function implies th a t there 

exist a function of class I \ L  and a function 7 , of class K  such that the following 

ISS inequality holds for the state  77:

l?(0 l <  <MI?(0)l,i) +  7 , ( I I M T «I7 l l )

<  /3«(IW )|.i) +  fe ( l |e f |l)+ 7 « (ll» ll)  +  7i(ll«ll)

where 7 ^ .  7 g. 7 g are class K  functions respectively, defined as 7 eP(s) =  7 «(s) =  7 'g(s) = 

7.(3s).

S te p  2 : We will now utilize the result of of theorem  C l (appendix C) to establish

tha t the ISS inequalities of Eqs.D.16-D.18 continue to hold up to an arbitrarily  small 

offset, for the states i f . f j  of the singularly perturbed system of Eq.D.6 . Following 

the proof of theorem 4.1. it can be shown that given the set of positive real numbers 

{6if ,6rj,6: .6g,8g,6ij,6rj.6ef ,def.dfj) (which can be specified from the data  of the the­

orem. for details see the proof of theorem 4.1), tha t there is an t e*{<t>) such th a t if 

c € (0 , eef(<?)] and |er-(0 )| <  Si f . |- ( 0 )[ <  <5,, ||0 || <  6e, ||u || <  <50, ||^ || <  ||e r-|| <

then

\ if( t)\ < e-°-5 t |er-(0)| +  7 «(I|W ||) +  0 (D.19)
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Furtherm ore, it can be also shown using the result of theorem C l (appendix C) that 

the singularly perturbed system comprised of e, r/, r . with the same converse function 

which exists for the reduced system comprised of the states e.r; and its resulting 

(fa,  7 ,) . Thus we have that if e € (0, e’7(o)] and |^(0)| <  <^. |c(0)| <  8Z. ||0 || <  8e. 

INI <  INI <  <5o, ||<M| <  Sef , then

l?(OI S  /MI'?(0)M) + 7.(111^ 0T 0T]T|I )+  4  

< Ai(l5(0)|,i) + 7;»(||e,||) + 7«(||0||) + 7i(||fl||) + d.
Part 3 : The proof of the theorem can be completed by showing th a t for any given set 

of positive real numbers 8^, 8^, 8 8g, 6g, 8s , d (already specified) and with o '  defined as 

in Eq.D.17, there exists e'(<p) £  (0, e’’(<£)]. such that if e £  (0.e’ (o!>)] and |e^(0)| < 8Zf. 

|^ ( 0 )| <  8fj, |- ( 0 )| <  8Z, | |0 || <  8g, ||fl|| <  8g, | | f | |  <  8€. the output of the closed-loop 

system of Eq.D.2 satisfies the relation of Eq.5.20, for each 0 £  (0, O*].

This result can be established by analyzing the behavior of the dynamical system 

comprised of the states e?.fj of the system  of Eq.D.6 , for which the inequalities of 

Eqs.D.19-D.20 hold, using calculations similar to those used in [Tee96] and [ZPTP95]. 

First, a contradiction argument can be used to show that if o £  (0, 0 ‘] the evolution of 

the states ef .fj , starting from initial conditions that satisfy |ef(0 )| <  8Z |t/(0 )| <  8f} 

and for 9, 9. v such that ||0 || <  8g, | |0 || <  8g, ||i>|| <  8t. satisfies the following 

inequalities:

| e f ( O I < ^ .  W 0 I < £ ?  (D-2 1 )

for all times. Second, the asymptotic behavior of the system comprised of the states 

e. ef of Eq.D . 6  is analyzed to establish tha t the inequality of Eq.5.20 holds. These 

calculations are similar to the ones in the proof of theorem 4.1 and are om itted for 

reasons of brevitv. A

1 7 7
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C hapter 6

Feedback Control o f H yperbolic  

P D E  System s

6.1 Introduction

Chemical engineering processes are inherently nonlinear and very frequently involve 

sta te  variables that change in both time and space. Representative examples of pro­

cesses with significant spatial variations include plug-flow reactors [RaySl]. counter- 

current absorbers-reactors [RAA8 6 ]. fixed- and fluidized-bed reactors [SF70. RaySl. 

GAA77], etc.. The m athem atical models of these processes are typically derived from 

the dynamic conservation equations and consist of nonlinear PDEs.

The conventional approach for the control of PDE systems is based on the spatial 

discretization of the PDE model followed by the controller design on the basis of the 

resulting (linear or nonlinear) ordinary differential equation (ODE) model (see e.g.. 

[SJC80, DBTM92. PVVE92]). However, there are certain  well-known disadvantages 

associated with this approach. For example, fundam ental control-theoretic proper­

ties. like controllability and observability, which should depend only on the location 

of sensors and actuators, may also depend on the discretization m ethod and the

1 7 8
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number and location of discretization points [RavSl]. Moreover, neglecting the in­

finite dimensional nature of the original system may lead to erroneous conclusions 

concerning the  stability properties of the open-loop and /or the closed-loop system. 

Furthermore, in processes where the spatially distributed nature is very strong, due 

to the underlying convection and diffusion phenomena, such an approach limits the 

controller performance, and may lead to unacceptable control quality.

Motivated by the above considerations, significant research efforts have focused on 

the development of control methods for PDE systems th a t directly account for their 

spatially distributed nature. Excellent surveys of theoretical as well as application 

papers on this topic can be found in [Bal82. I\eu93, Las95, Ray78]. Initially, systems 

of linear PDEs were considered, for which key system and control-theoretic properties 

(e.g.. existence and uniqueness of solutions, stability, controllability and observabil­

ity) were well-understood [CP7S]. The well-known classification of PDE systems to 

hyperbolic, parabolic and elliptic [Smo83], according to the properties of the spatial 

differential operator, essentially determined the approach followed for the solution 

of the control problem. Thus, for parabolic PDE systems (e.g., diffusion-reaction 

processes), the fact that the system dynamics is practically determined by a finite 

number of modes, motivated the use of modal decomposition techniques to derive 

ODE models th a t capture the dominant dynamics of the system (see for example 

the papers [C’ur82. GAA77. HP92, GR95] and chapter 8  of this thesis for a detailed 

treatm ent on control of parabolic PDEs); the controller design problem was then 

addressed using methods for linear ODE systems. On the other hand, the distinct 

feature of hyperbolic PDEs (convection-reaction processes) is tha t all the eigenmodes 

of the spatial differential operator contain the same or nearly the same am ount of 

energy, and thus an infinite number of modes is required to accurately describe their 

dynamic behavior. This feature prohibits the application of modal decomposition 

techniques to derive reduced-order ODE models th a t approximately describe the dy-
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namics of the PDE system and suggests addressing the control problem on the basis of 

the infinite-dimensional model itself. Motivated by this, alternative approaches have 

been followed, using mainly optim al control methods (e.g., [Wan6 6 b. Lo73. BalS6 ]) 

on the basis of the original infinite dimensional system, or ODE control methods on 

the basis of equivalent ODE realizations obtained by the method of characteristics 

[RaySl].

Recently, considerable attention has focused on the understanding of system- 

theoretic properties and the dynamical behavior of nonlinear PDEs. by treating 

them  as evolution equations in appropriate infinite dimensional spaces (see e.g.. 

[TemSS, BKJ91]). Yet. available results on the control of systems of nonlinear PDEs 

are rather sparse, with the exception of optimal control approaches (see e.g.. [Bal91. 

BK91. KI92]). Due to their practical relevance and im portance, quasi-linear PDE 

systems have a ttracted  particular research interest. For quasi-linear parabolic PDE 

systems, an approach that utilizes combination of eigenfunction expansion techniques 

and nonlinear control schemes was proposed in [CC92]. For processes modeled by a 

single first-order quasi-linear hyperbolic PDE. an approach based on combination of 

the method of characteristics and sliding mode techniques was proposed in [SR89]. 

This method was further developed in [HP95] to account for possible discontinuous 

behavior of the control action and was applied to a heat exchanger. An alternative 

approach to the control of quasi-linear hyperbolic PDE systems is based on Lya­

punov's direct m ethod [Wan64. YVan6 6 a]. The basic idea in this approach is to design 

a controller so that the time-derivative of an appropriate Lyapunov functional cal­

culated along the trajectories of the closed-loop system is negative definite, which 

ensures that the closed-loop system is asymptotically stable. This approach was fol­

lowed by Alonso and Ydstie in [AY95], where concepts from thermodynamics were 

employed to construct a Lyapunov functional candidate, which was used to derive con­

ditions that guarantee asym ptotic stability of the closed-loop system under boundary

180

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



proportional-integral-derivative control.

In this chapter, we address the feedback control problem for systems described 

by quasi-linear first-order hyperbolic PDEs, for which the m anipulated input, the 

controlled output and the measured output are distributed in space. Systems of this 

form arise naturally in chemical engineering as models of transport-reaction processes, 

whenever convective mechanisms dominate over diffusive and dispersive ones (see 

the book [RAA8 6 ] for representative examples). For such systems, our objective is 

to synthesize nonlinear distributed output feedback controllers tha t enforce output 

tracking and guarantee stability in the closed-loop system.

The present chapter is structured as follows: after reviewing the necessary pre­

liminaries, a concept of characteristic index between the controlled output and the 

manipulated input (which can be thought of as the analogue of relative order) is 

introduced and used for the synthesis of distributed sta te  feedback controllers that 

induce output tracking in the closed-loop system. A notion of zero-output constraint 

dynamics for hyperbolic PDEs is introduced and used to derive precise conditions that 

guarantee the stability of the closed-loop system. Then, ou tpu t feedback controllers 

are synthesized through combination of appropriate d istributed state  observers with 

the developed state feedback controllers. Theoretical analogies between the proposed 

approach and available feedback control methods for the stabilization of linear hy­

perbolic PDEs are pointed out. Controller implementation issues are also discussed. 

Finally, the application of the developed control m ethod is illustrated through a 

nonisothermal plug-flow reactor example modeled by a system of three quasi-linear 

hyperbolic PDEs.
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6.2 First-order hyperbolic PDE systems

6.2.1 Preliminaries

We consider systems of quasi-linear first-order partial differential equations in one 

spatial dimension with the following state-space representation:

fix ox
T t =  M x )T z + / ( I )  + 9{x)u (6.1)

y =  h{x).  q = p{x)

subject to the boundary condition:

Cix{a.  t) +  C2x(b, t) = R(t)  (6.2)

and the initial condition:

•r(r.O) =  x0(~) (6.3)

where x ( z . t )  =  [x i(r .t)  ••• xn( r . t ) ] r  denotes the vector of state  variables. x { z . t ) € 

K n[(a. b). IRn]. with H n being the infinite dimensional Hilbert space of n-dimensional 

vector functions defined on the interval [a, 6 ] whose spatial derivatives up to n-th 

order are square integrable. r  € [a. 6 ] C IR and t € [O.oo), denote position and time 

respectively, u(z . t )  denotes the m anipulated variable. y[z, t )  denotes the controlled 

variable, and q(r. t) denotes the measured variable. .4(x) is a sufficiently smooth m a­

trix. f ( x )  and g(x)  are sufficiently smooth vector functions. h[x) ,p(x)  are sufficiently 

sm ooth scalar functions. R(t )  is a column vector which is assumed to be a sufficiently 

smooth function of time, xo(-) € 7"f[(a. 6 ). IR"]. with [(a ,6 ),IRn] being the Hilbert 

space of n-dimensional vector functions defined on the interval [a, 6 ] which are square

integrable. and C 1 .C 2 are constant matrices of dimension n x n.

The model of Eq.6 . 1  describes the m ajority of convection-reaction processes arising 

in chemical engineering [RAAS6 ] and constitutes a natural generalization of linear 

PDE models (see Eq.6.9 below), considered in [PA70, RaySl] in the  context of linear 

d istributed state  estimation and control. The distributed and affine appearance of the
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m anipulated variable u is typical in most practical applications (see e.g.. [PA70. GR95. 

RaySl]), where the jacket tem perature is usually selected as the m anipulated variable 

(see subsection 6.7.4 below for a detailed discussion on how the jacket tem perature is 

m anipulated in practice). Furthermore, the possibility that the system of Eq.6 . 1  may 

adm it boundary conditions at two separate points (e.g.. counter-current processes) is 

captured by the boundary condition of Eq.6.2.

Depending on the eigenvalues of the m atrix A (i) . the system of Eq.6 . 1  can be 

hyperbolic, parabolic or elliptic [Smo83]. Assumption 6 . 1  that follows ensures that 

the system of Eq.6 . 1  has a well-defined solution and specifies the class of systems 

considered in this chapter.

A ssu m p tio n  6.1: The matrix A(x) is real symmetric and its eigenvalues satisfy: 

Ai(x) <  • • • < Afc(ar) <  0 <  Afc+1 (x) <  • • • <  An(x)  (6.4)

fo r  all x £ H n[{a, b). IRn].

Typical examples where Assumption 6.1 is satisfied include heat exchangers, plug-flow 

reactors and countercurrent absorbers-reactors where the matrix A(x)  is constant and 

diagonal and its elements are the fluid velocities, as well as chrom atography of two 

interacting solutes where A(x) is a full m atrix [RAA8 6 ]. Systems of the  form of 

Eq.6 . 1  for which the eigenvalues of the m atrix A are real and distinct are said to 

be hyperbolic. while systems for which some of the eigenvalues of the m atrix  A are 

identically equal are said to be weakly hyperbolic [Smo83].

6 . 2 . 2  S p ec ifica tio n  o f th e  co n tro l p ro b le m

Consider the system of quasi-linear PDEs of the form of Eq.6 . 1 , for which the ma­

nipulated variable u(z, t ) .  the measured variable q{z, t ) ,  and the controlled variable 

y ( : . t )  are distributed in space. Let's assume tha t for the control of the variable y ,
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there exists a finite num ber of control actuators, 1. and the same num ber of measure­

ment sensors; clearly, it is not possible to control the variable y ( z . t ) at all positions. 

Therefore, it is meaningful to formulate the control problem as the one of controlling 

y(z,  t) at a finite num ber of spatial intervals. In particular, referring to the single spa­

tial interval [c,,c1+1], we suppose tha t the manipulated input is ux{t). with «' € IR. 

and the measured output is (p{t), w ith qx € IR. while the controlled output is y ‘{t). 

with yx € IR. such th a t the following relations hold:

u (r .f )  =  bx(z )ux[t). y ,{t) = Cty{ = . t ).  qx{t) = Qxp{z. t ) .  =, < z < zl+l (6 .5 )

where bx(z) is a known smooth function of r , and C‘, Ql are bounded linear operators, 

mapping 7in into IR. Figure 6.1 shows a pictorial representation of this formulation 

in the case of a prototype example. From a practical point of view, the function bl(z) 

describes how the control action ux(t) is distributed in the spatial interval [r,-. cI+i], 

while the operator Q x determines the structure of the sensor in the same spatial 

interval. Whenever the control action enters the system at a single point r 0  (e.g. 

lateral flow injections), with r0  € +i] (i.e. point actuation), the function bx(z) is

taken to be nonzero in a finite space interval of the form [co — e. -o +  where e is a 

small positive real number, and zero elsewhere in [c ,,r,+1]. Similarly, in the case of 

a point sensor acting at r0, the operator Q‘ is assumed to act in [r0  — e.~o +  e], and 

considered to be zero elsewhere. The operator C‘ depends on the desired performance 

specifications and in the majority of practical applications (see e.g., [RaySl. HP92]). 

is of the following form:

y x(t) = Cxh(x)  = c‘(z)h(x(z.  t))dz (6 .6 )

where cx(z) is a known smooth function of r . For simplicity, the functions bx( z ) , cx(z).

i =  1 ......../ will be assumed to be normalized in the interval [a ,6 ], i.e.,

I  bx(z)dz  =  ^ 2  [  cx{z)dz = 1 . Using the relations of Eqs.6.5-6.6, the system
i=i i=i
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Figure 6.1: C ontrol problem  specification in the case of a  p ro to type example.
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of Eq.6.1 takes the form:

~  = A { x ) ^ -  + f { x )  + g{x)b{z)ti

y = Ch( x ). q =  Qp(x)

C\x{a. t) +  C2x(b. t) = R{t)

where

u =  [u1 • • • ul]T

y =  [ y 1 • • • y l]T

b(z) =  [ ( H ( z - z l ) - H ( z - z 2 ))bl (z) ••• ( H ( z - = , ) - H ( = - = l+l))bl(z) 1 

C =  [ ( H i z - z ^ - H i z - z ^ C 1  ■ ■ ■  ( H i z - z ^ - H i z - z ^ C 1 } 7

Q = [ ( H ( z - z l ) - H ( z - = 2) )Q^ ■■■ ( H ( z - = l) - H { = - = l+l) ) Q l]T
(6 .S)

with H(-)  being the standard Heaviside function.

Referring to the system of Eq.6.7, we note tha t by setting .4(x) =  A. f ( x )  = 

Bx.  g(x)  = w. h(x)  =  lex. p(x) = px  w'here B  is a m atrix and k . w . p  are vectors 

of appropriate dimensions, it reduces to the following system of linear first-order 

hyperbolic PDEs:
dx dx
_  =  A ^  + B x + * « : ) *  (6g)

y =  Ckx,  q = Qpx

subject to the boundary condition of Eq.6.2 and the initial condition of Eq.6.3.

The following example will be used throughout the chapter to illustrate the various 

aspects of our methodology.

E x a m p le  : Consider a steam-jacketed tubular heat exchanger [RaySl]. The dynamic 

model of the process is of the form:

d T  d T  _
—  =  -Vi-x-----a l  4- a l j
dt dz  (6 . 1 0 )

HO./) = R{t)

where T{z . t )  denotes the tem perature of the reactor, c € [0 .1 ], Tj{z, t )  denotes the

jacket tem perature, vi denotes the fluid velocity in the exchanger and a is a positive
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constant. Considering Tj  as the m anipulated variable, and T  as the controlled and

m easured variable, the above model can be put in the form of Eq.6 . 1 :

d x  d x
- 5 7  =  - i ’/^ -----ax + au
9 t  d - :  ( 6. 11)y =  x.  q = x  v '

x(0, t )  =  R(t)

Consider the case where there exists one actuator with distribution function b(z ) =  1 .

the controlled output is assumed to be y(t) =  [  y ( z . t )dz ,  and there is a point sensor
Jo

acting a t :  =  0.5. Utilizing these relations, the system of Eq.6 . 1 1  takes the form:

d x  d x  _
—  =  - v t -  ax + au{t)
d i  d z  f6

r  1 rO .o+ i I 0 - 1 - /
y{t) =  / x [ z . t ) dz . q =  x( z . t )dz

Jo J 0.5-e

A

6 .2 .3  R ev iew  o f s y s te m - th e o re t ic  p ro p e r tie s

The objective of this subsection is to review basic system-theoretic properties of 

systems of first-order hyperbolic PDEs which will be used in the subsequent sections. 

For m ore details on these subjects, the reader may refer to [CP7S, RusTS]. We will 

s tart with the definitions of the inner product and the norm, with respect to which 

the notion of exponential stability for the systems under consideration will be defined.

t  Let ui\. u.'2 be two elements of H([a, b]: IR"). Then, the inner product and the 

norm , in 'H([a. 6 ]; IRn). are defined as follows:

(u;i.u,’2 ) =  /  (u ; ! (r ) ,u ;2 ( - ) )R " d r
(6.13)

I M 1 II2 =  (ccJi. Co?! ) 2

where the notation (•. -)iRn denotes the standard inner product in the Euclidean 

space IR”.

1 8 7

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Referring to the linear system of Eq.6.9. for which assumption 6 . 1  holds, it is well- 

established [Rus78] tha t the operator

dx
Cx =  A —  +  B x  (6.14)

defined on the domain in 7{{{a. b): IRn] consisting of functions x  € H 1 [(a. 6 ): IR”] which 

satisfy the boundary condition of Eq.6.2, generates a strongly continuous semigroup 

U(t)  of bounded linear operators on H[(a.  6 ); IR”]. This fact implies the existence, 

uniqueness, and continuity of solutions for the system of Eq.6.9. In particular, the 

generalized solution of this system is given by:

x =  U(t )x0 +  f  U{t  — T ) w b u { T ) d . T  + C( t ) R  (6.15)
Jo

where C(t )  is a bounded linear operator for each t mapping H[(0. t): ®-n] into 

H[(a.  b): IR71]. The notion of semigroup can be thought of as an analog of the notion 

of the  state  transition m atrix used for linear finite-dimensional systems. As can be 

easily seen from Eq.6.15, U(t) evolves the initial condition x 0 forward in time. From 

general semigroup theory [Fri76]. it is known that U{t) satisfies the following growth 

property:

| | ( 7 ( f ) l | 2  <  A 'e “f. t  > 0 ( 6 . 1 6 )

where A' >  1 . a is the largest real part of the eigenvalues of the operator C. and an es­

tim ate  of A', a can be obtained utilizing the Hiller-Yoshida theorem  [Fri76]. Whenever 

the param eter a is strictly negative, we will say tha t the operator of Eq.6.14 gener­

ates an exponentially stable semigroup U{t).  We note that although there exist many 

stability  concepts for PDEs (e.g.. weak (asym ptotic) stability [Fri76. Smo83]). we will 

focus, throughout the chapter, on exponential stability, because of its robustness to 

bounded perturbations, which is required in most practical applications, where there 

is always some uncertainty associated with the process model. The aforementioned 

concepts allow stating precisely a standard (see also [PA70, Bal8 6 ]) detectability re­

quirem ent for the system of Eq.6.9. which will be exploited in section 6  for the design
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of distributed s ta te  observers.

A ssu m p tio n  6 .2 : The pair [Qp £], is detectable, i.e.. there exist a bounded lin­

ear operator V .  mapping IR/ into H n. such that the linear operator C0 = C — V Q p  

generates an exponentially stable semigroup.

The above detectability assumption does not impose any restrictions on the form 

of the operator Q and thus, on the structure of the sensors (e.g. d istributed, point 

sensors).

In closing this subsection, motivated by the lack of general stability  results for 

systems of quasi-linear PDEs, we will review a result tha t will allow characterizing 

the local stability properties of the quasi-linear system of Eq.6.7 on the basis of its 

corresponding linearized system. To this end, let's consider the linearization of the 

quasi-linear system  of Eq.6.7:
r\

=  '4 (~)^“  +  B( z ) x  + w(z)b{z)u
dt  d = (6.17)

y =  Ck(z)x.  q = Qp{:)x

where A(:r) =  A(.rs(~)). B ( z ) = j  • a’(~) =

(  d h ( x ) \  { dp( x ) \
k(z)  =  —-—  , p(z)  =  —-—  , and x s(z) denotes some steadv-state

V dx  J x=r>(:) \  dx  J i=xA;)
profile.

P ro p o s it io n  6 . 1  ([Sm o83], p .121) : The system of Eq.6.7 (with u = 0) fo r  which 

assumption 6 . 1  holds, subject to the boundary condition of Eq.6 .2 . is locally exponen­

tially stable if  the operator o f the linearized system of Eq.6.17:

dx
Cx  =  A —  + B{z)x  (6.18)

generates an exponentially stable semigroup.

The following rem ark provides conditions, which can be easily verified in practice, 

that guarantee the open-loop stability of hyperbolic PDE systems of the form of
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Eq.6.9 (Eq.6.7).

Remark 6.1 : Consider the system of linear (quasi-linear) first-order PDEs of the 

form of Eq.6.9 (Eq.6.7) with u =  0, and assume that the following conditions hold:

• 5 ; • • • ^  An <  0.

•  C2 =  0

In this case, it can be shown [Rus78] tha t the eigenvalues of the operator of Eq.6.1S 

(Eq.6.14) are of the following form:

an =  — 0 0  +  fiTci , (x =  — 0 0 . • • •. 0 0  (6.19)

Thus, first-order PDE systems tha t satisfy the above conditions (physical examples 

include plug-flow reactors, co-current heat exchangers, etc.) possess eigenvalues which 

lie on a line crossing the real axis at s =  —0 0 . which, according to Eq.6.16. implies 

tha t they are exponentially stable.

6.2.4 Methodological framework

Motivated by the fact that control methods for quasi-linear distributed param eter 

systems should explicitly account for their nonlinear and spatially varying nature, 

our methodology entails the following two steps:

1. Synthesize distributed nonlinear state feedback controllers that enforce ou tpu t 

tracking and derive conditions that guarantee the exponential stability of the 

closed-loop system.

2. Synthesize distributed nonlinear output feedback controllers through com bina­

tion of the developed s ta te  feedback controllers with appropriate d istributed 

state  observers.

1 9 0
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M otivated by the m athematical properties of these systems, the state feedback control 

problem is solved on the basis of the original PDE model, by following an approach 

conceptually sim ilar to the one used for the synthesis of inversion-based controllers 

for ODE systems. In order to motivate the approach followed for the quasi-linear 

case and identify theoretical analogies between our approach and available results on 

feedback stabilization of linear hyperbolic PDEs, we will also present the development 

for the case of systems of linear PDEs of the form of Eq.6.9. The development for the 

case of quasi-linear systems will be performed by essentially generalizing the results 

developed for the linear case in a nonlinear context.

6.3 Characteristic index

In this section, we will introduce a concept of characteristic index between the output 

y and the input u for systems of the form of Eq.6.9, tha t will allow us to formulate 

and solve the s ta te  feedback control problem. To reveal the origin and illustrate the 

role of this concept, we consider the operation of differentiation of the output y' of 

the system  of Eq.6.9 with respect to time, which yields:

y '  =  

dy' _  
dt

Now. if the scalar C'kwbl(z) is nonzero, we will say th a t the characteristic index of y l 

with respect to u \  denoted by <r', is equal to one. If C'kwbl(z)  =  0. the characteristic 

index is greater than  one. and from Eq.6.20 we have that:

%  = C'l ( 4  + B)r , 6 ' 2 1 )

1 9 1

C'kx

~ C 'k x  =  C 'k ^ f  
dt dt

C'k  M  +  B  j j  +  C'kwb\z)xT

( 6 .20 )
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Performing one more time-differentiation. we obtain:

^  =  C 'k ^ A - ^  +  B̂ j x +  C k ^ A - ^  +  B ^ w b ' i z ) *  (6 .22)

In analogy with the above, if the scalar C'k ^ .4 ^ -  +  B^j wb' (:)  is nonzero, the char­

acteristic index is equal to two. while if C'k wb‘(:) =  0. the characteristic

index is greater than two.

Generalizing the above development, one can give the definition of characteristic 

index for systems of the form of Eq.6.9.

D e fin itio n  6 . 1 : Referring to the system of linear first-order partial differential equa­

tions o f the form  of Eq.6.9, we define the characteristic index of the output y' with 

respect to the input u' as the smallest integer a' fo r  which

(
8

.4— - f B l  w b ' ( : ) £ Q  (6.23)

or a ‘ = oo i f  such an integer does not exist.

R e m a rk  6 . 2 : According to definition 6 . 1 . the characteristic index is the smallest 

order time-derivative of the output y' which explicitly depends on the manipulated 

input u'. In this sense, it can be thought of as a natural generalization of the  concept of 

relative order for the systems under consideration. For the case of linear ODE systems, 

the relative order can be interpreted as the difference in the degree of the denominator 

polynomial and num erator polynomial. Such an interpretation cannot be given for the 

concept of characteristic index because the frequency domain representation of the 

system of Eq.6.9 typically gives rise to transfer functions which involve complicated 

transcendental forms.

In analogy with the linear case, the following concept of characteristic index will be 

introduced for the  quasi-linear PDE system of Eq.6.7.
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D efin itio n  6.2: Referring to the System of quasi-linear first-order partial differential 

equations of the form  of Eq.6.7, we define the characteristic index of the output y ‘ 

with respect to the input ul as the smallest integer a' for  which

(
n \ <t'-1

+  A (*)6 '(--)#0  (6.24)

where aj denotes the j - th  column vector o f the matrix A{x).  and L aj, L j  denote the 

standard Lie derivative notation, or a' = oo i f  such an integer does not exist.

Throughout the chapter, it will be assumed that Eq.6.24 holds for all x  6  7 in. c 6  

[ a ,  6],

From definitions 6 . 1  and 6 .2 , one can immediately see tha t the characteristic index 

(T1 depends on the structural properties of the process (the matrices A. B  and the 

vectors w .k  for the linear case, or the m atrix A(x) and the functions f ( x ) ,  g{x),  

h(x)  for the quasi-linear case), as well as on the selection of the control system and 

objectives (the functions b'(z) and the output operators C'). Note that in the control 

problem specification of subsection 6 .2 .2 . we have implicitly assumed that C' and 

b'(z) are chosen to act in the same spatial interval (collocated): in the case where 

C' and b'(z) are chosen to act in different spatial intervals (noncollocated), it follows 

directly from Eqs.6.23-6.24 that the characteristic index <r‘ =  oo. which implies tha t 

this selection leads to loss of controllability of the output y ‘ from the input u'.

In most practical applications, the selection of (b' (z),Cl) is typically consistent for 

all pairs (y ' .u '). in a sense which is made precise in the following assumption.

A ssu m p tio n  6.3: Referring to the system of first-order partial differential equations 

o f the form of Eq.6.9 (Eq.6 . 7), a 1 = a 2 = ■ • • = a 1 = a .

Given the above assumption, a  can be also thought of as the characteristic index 

between the output vector y and the input vector u.
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6.4 State feedback control

6 .4 .1  L in e a r  sy s te m s

In this subsection, we focus on systems of linear first-order partial differential equa­

tions of the form of Eq.6.9 and address the problem of synthesizing a distributed 

state  feedback controller that forces the output of the closed-loop system to track a 

reference input in a prespecified manner. More specifically, we consider distributed 

state feedback laws of the form:

u =  S i  + sv (6.25)

where S  is a linear operator mapping 'Hn into IR/, s is an invertible diagonal m atrix of 

functionals, and v £ IR* is the vector of reference inputs. The structure of the control 

law of Eq.6.25 is motivated by available results on stabilization of linear PDEs systems 

via distributed state  feedback (e.g.. [Wan6 6 b. BalS6 ]) and the requirement of output 

tracking. Substituting the distributed sta te  feedback law of Eq.6.25 into the system

of Eq.6.9. the following closed-loop system is obtained:

dx dx
—  =  A—  ■+■ B x  +  wb{z)Sx  +  iub(z)sv
dt d = (6.26)

y =  Ckx

It is clear th a t feedback laws of the form of Eq.6.25 preserve the linearity with respect 

to the reference input vector v. We also note th a t the evolution of the linear PDE 

system of Eq.6.26 is governed by a strongly continuous semigroup of bounded linear 

operators, because £  generates a strongly continuous semigroup and b{z)Sx.b(z)sv  

are bounded, finite dimensional perturbations [Fri76], ensuring that the closed-loop 

system has a well-defined solution (see subsection 6.2.3). Proposition 6.2 that follows 

allows specifying the order of the inp u t/o u tp u t response in the closed-loop system.

P ro p o s it io n  6 .2: Consider the system of partial differential equations of Eq.6.9 

subject to the boundary condition of Eq.6.2, fo r  which assumptions 6.1 and 6.3 hold.

1 9 4
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Then, a distributed state feedback control law of the form  o f Eq.6.25 preserves the 

characteristic index a. in the sense that the characteristic index o f y with respect to 

v in the closed-loop system o f  Eq.6.26 is equal to a.

The fact that the characteristic index between the output y and the reference input v 

is equal to a  suggests requesting the following inpu t/ou tpu t response for the closed- 

loop system:
d°V dy

+  +  f f + y = v  (6-2 ‘ )

where 7 1 , 7 2 , ••■,70  are adjustable parameters. These param eters can be chosen to 

guarantee inpu t/ou tpu t stability and enforce desired performance specifications in the 

closed-loop system. Referring to Eq.6.27, note that, m otivated by physical arguments.

we request, for each pair (y ', y‘), i =  1 . ___/, an inp u t/o u tp u t response of order cr

with the same transient characteristics (i.e. the param eters 7 * are chosen to be the 

same for each pair (y l, v ')). This requirement can be readily relaxed if necessary to 

impose responses with different transient characteristics for the various pairs

We are now in a position to sta te  the main result of this subsection in the form of 

a theorem (the proof can be found in the appendix E).

T h e o re m  6 . 1 : Consider the system of linear partial differential equations of Eq.6.9 

subject to the boundary condition o f Eq.6 .2. for which assumptions 6 . 1  and 6.3 hold. 

Then, the distributed state feedback law:

- 1

(6.2S)

•  j r  -  Ckx -  x

enforces the input/output response o f  Eq.6.27 in the closed-loop system.

R e m a rk  6.3: Referring to the controller of Eq.6.28, it is clear th a t the calculation 

of the control action requires algebraic manipulations as well as differentiations and

1 9 5
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integrations in space, which is expected because of the distributed nature of the 

controller.

R e m a rk  6.4: The distributed state  feedback controller of Eq.6.28 was derived fol­

lowing an approach conceptually sim ilar to the one employed for the synthesis of 

inversion-based controllers for ODE systems. We note that this is possible, be­

cause. for the system of Eq.6.9: a) the solution is well-defined (i.e. the evolution 

of the state  is locally governed by a strongly continuous semigroup of bounded linear 

operators); b) the input/output spaces are finite dimensional: and c) the m anipu­

lated input, the measured output and the controlled output are distributed in space. 

These three requirements are standard in most control theories for PD E systems (e.g.. 

[Bal8 6 . Ba.191]) and only the third one poses some practical lim itations excluding pro­

cesses where the manipulated input appears in the boundary.

R e m a rk  6.5: The class of distributed state  feedback laws of Eq.6.25 is a generaliza­

tion of control laws of the form

u =  T x  (6.29)

where T  is a bounded linear operator mapping H n into IR/, which are used for the

stabilization of linear PDEs. The usual approach followed for the design of the gain

operator F  utilizes optimal control m ethods (e.g., [Lo73. RaySl]).

E x a m p le  (C o n t’d) : In the case of the heat exchanger example introduced earlier,

it can be easily verified that the characteristic index of the system of Eq.6 . 12 is equal 

to one. Therefore, a first-order inp u t/o u tp u t response is requested in the closed-loop 

system:

7i ~jj + y = v (6-3°)

Using the result of theorem 6.1, the appropriate control law that enforces this response

1 9 6
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is:

u =  ^ * { t ’ ~  Jq x { = . t ) d :  - 1 i J Q - a x ( c . f ) j  d - j  (6.31)

6.4.2 Quasi-linear systems

In this subsection, we consider systems of quasi-linear first order PDEs of the form 

of Eq.6.7 and control laws of the form:

u =  S (x ) +  s (x )r  (6.32)

where «S(x) is a nonlinear operator mapping H n into IR/. s(x) is an invertible diagonal

m atrix of functionals, and v € 1R< is the vector of reference inputs. The class of control

laws of Eq.6.32 is a natural generalization of the class of control laws considered for

the case of linear systems (Eq.6.25). Under the control law of Eq.6.32. the closed-loop

system takes the form:

dx  dx  -
—  =  A{x)— + f { x )  + g(x)b(z)S{x)  + g{x)b{z)s{x)v

y = Ch(x)

It is straightforward to show that the above system has locally a well-defined solution, 

and the counterpart of proposition 6 . 2  also holds, i.e., the characteristic index of the 

output y with respect to v in the closed-loop system of Eq.6 .33 is equal to <r. which 

suggests seeking a linear input/output response of the form of Eq.6.27 in the closed- 

loop system. Theorem 6.2 that follows states the controller synthesis result for this 

case.

T h e o re m  6 .2 : Consider the system of quasi-linear partial differential equations of 

Eq.6.7 subject to the boundary condition o f  Eq.6 .2, for  which assumptions 6 . 1  and 6.3

1 9 7
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hold. Then, the distributed state feedback law:

u =
cr— I -1

n dx

•   ̂V - C h { x )  -  f ^ f uc  +  l \  h(x)

(6.34)

enforces the input/output response of Eq.6.27 in the closed-loop system.

R e m a rk  6 .6 : Theorem 6.2 provides an analytical formula of a distributed nonlinear 

state  feedback controller tha t enforces a linear inpu t/ou tpu t response in the closed- 

loop system. In this sense, the controller of Eq.6 .34 can be viewed as the counterpart 

of inp u t/o u tp u t linearizing control laws for nonlinear ODE systems (see [KA91] and 

the references therein), in the case of infinite dimensional systems of the form of 

Eq.6.7.

6.5 Closed-loop stability

The goal of this section is to define a concept of zero dynamics and the associated 

notion of minimum-phaseness for systems of first-order hyperbolic PDEs of the form 

of Eq.6.9 (Eq.6.7). subject to the boundary condition of Eq.6.2: this will allow us 

to state  conditions tha t guarantee exponential stability of the closed-loop system. 

We will initially define the concept of zero dynamics for the case of linear systems 

(the definition for the case of quasi-linear systems is completely sim ilar and will be 

om itted for brevity). Our definition is analogous with the one given in [BGH94] (see 

also [PohSl]) for the case of linear parabolic PDE systems with boundary feedback 

control.

D e fin itio n  6 .3 : The zero dynamics associated with the system o f  linear first-order 

partial differential equations o f Eq.6.9 is the system obtained by constraining the out-
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put to zero, i.e., the system :

dx  Ad x  _ ,, 4
—  =  A —  +  B x  -  wb(z) 
at oz

<T—\
Ck M  + B  I u.’6 (r)

- l

C&x =  0

Cix(a, t )  +  C 2x(b, t) =  R(t)

(6.35)

From definition 6.3. it is clear that the dynamical system which describes the zero 

dynamics is an infinite dimensional one. The concept of zero dynamics allows us 

to define a notion of minimum-phaseness for systems of the form of Eq.6.9. More 

specifically, if the zero dynamics is exponentially stable the system of Eq.6.9 is said 

to be minimum-phase, while if the zero dynamics is unstable the system of Eq.6.9 is 

said to be nonminimum-phase.

We have now introduced the necessary elements tha t will allow us to address the 

issue of closed-loop stability. Proposition 6.3 that follows provides conditions that 

guarantee the exponential stability of the closed-loop system (the proof can be found 

in the appendix E).

P ro p o s it io n  6 .3  : Consider the system o f  Eq.6.9 for which assumptions 6.1 and 6.3 

hold, under the controller of Eq.6.28. Then, the closed-loop system is exponentially 

stable (i.e.. the differential operator o f the closed-loop system generates an exponen­

tially stable semigroup) i f  the following conditions are satisfied:

1 . The roots o f the equation

1 +  His H +  ~iasa — 0 (6.36)

lie in the open left-half o f the complex plane.

2. The system o f Eq.6 .35 is exponentially stable.

R e m a rk  6.7: Referring to the above proposition, we note that the first condition ad-

1 9 9

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



dresses the inpu t/ou tpu t stability of the closed-loop system and the second condition 

addresses its internal stability. Note also tha t the first condition is associated w ith the 

stability  of a finite number of poles, while the second condition concerns the stability 

of an infinite number of poles. This is expected since the input/output spaces are 

finite dimensional, while the state  of the system evolves in infinite dimensions.

R e m a r k  6 .8 : From the result of proposition 6.3, it follows that the controller of the­

orem 6 . 1  places a finite number of poles of the open-loop infinite/dimensional system 

of Eq.6.9 at prespecified (depending on the choice of parameters ■}*) locations, by 

essentially canceling an infinite number of poles, those included in the zero dynam ­

ics. Furtherm ore, the closed-loop system is exponentially stable if the zero dynamics 

of the  original system is exponentially stable (condition 2 of proposition 6.3). This 

result is analogous to available results on stabilization of systems of linear PDEs of 

the form of Eq.6.9 with feedback of the form of Eq.6.29. Specifically, it is well-known 

(e.g.. [RusTS. BalS6 ]) that control laws of the form of Eq.6.29 allow placing a finite 

num ber of open-loop poles at prespecified locations, while in addition guaranteeing 

the exponential stability of the closed-loop system, if the pair [£ wb(z)] is stabilizable 

(i.e.. the remaining infinite uncontrolled poles are in the open left-half of the complex 

plane).

R e m a rk  6.9: From the result of proposition 6.3 and the discussion of remark 6 .S. it 

is clear tha t the derivation of exponential stability results for the closed-loop system 

under the control law of Eq.6.25 (or the control law of Eq.6.29) requires tha t the open- 

loop system is minimum phase (or stabilizable). The a-priori verification of these 

properties can in principle be performed by utilizing spectral theory for operators 

in infinite-dimensions [Fri76. PohSl]. However, these calculations are difficult to 

perform in the majority of practical applications. In practice, the stabilizability and 

minim um -phase properties can be checked through simulations.
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In closing this section, vve address the issue of closed-loop stability for systems of 

quasi-linear PDEs. Proposition 6.4 that follows provides the counterpart of the result 

of proposition 6.3 for the case of quasi-linear systems.

P r o p o s i t io n  6.4: Consider the system of Eq.6.7 for  which assumptions 6 . 1  and

6.3 hold. under the controller o f Eq.6 .34- Then, the closed-loop system is locally 

exponentially stable (i.e.. the differential operator o f  the linearized closed-loop system 

generates an exponentially stable semigroup) i f  the following conditions are satisfied:

1. The roots o f  the equation

1 +  7 i s  H ( - 7 ^ = 0  ( 6 . 3 7 )

lie in the open left-half o f the complex plane.

2. The zero dynamics o f the system of Eq.6.7 is locally exponentially stable.

R e m a rk  6 . 1 0 : The exponential stability of the closed-loop system guarantees, in 

both the linear and the quasi-linear case, th a t in the presence of small modeling 

errors, the states of the closed-loop system will be bounded. Furthermore, since 

the in p u t/o u tp u t spaces of the closed-loop system are finite dimensional, and the 

controller of Eq.6 .34 enforces a linear inpu t/ou tpu t dynamics between y and v. it is 

possible to implement a linear error feedback controller around the (y — r)  loop to 

ensure asym ptotic offsetless output tracking in the closed-loop system, in the presence 

of constant unknown model parameters and unmeasured disturbance inputs.

6.6 Output feedback control

In this section, we will consider the synthesis of distributed output feedback con­

trollers for systems of the form of Eq.6.9 (Eq.6.7). The requisite controllers will 

be synthesized employing combination of the developed distributed state  feedback
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controllers with distributed sta te  observers. Analysis of the resulting closed-loop sys­

tem will allow deriving precise conditions which guarantee that the requirem ents of 

exponential stability and output tracking are enforced in the closed-loop system.

The conventional approach followed for the design of state estim ators for linear 

PDE systems is to discretize the system  equations and then apply results from es­

tim ation theory for ODE systems (e.g., [SJC80]). It has been shown however that 

methods for state  estim ation th a t trea t the full distributed param eter system  lead to 

state  observers th a t yield significantly superior performance [RaySl. CRC 8 6 ]. In this 

direction, available results on sta te  estim ation for systems of first-order hyperbolic 

PDEs concern mainly the use of Kalman filtering theory for the design of distributed 

state observers [PA70, YSR74].

6.6.1 Linear system s

We consider sta te  observers with the following general state-space description [PA70]:

+  B tj +  wb{z)u +  V[q -  Qpp) (6.3S)

where V  is a bounded linear operator, mapping IR* into H n. that has to be designed 

so tha t the operator C0 = C — V Q p  generates an exponentially stable semigroup 

(note tha t this is possible by assum ption 6 .2 ). The system of Eq.6.3S consists of a 

replica of the process system and the term  V{q — Qpp) used to enforce a fast decay 

of the discrepancy between the estim ated and the actual values of the states of the 

system. In practice, the design of the operator V  can be performed via a) simple 

pole placement in case where the output measurements are not corrupted by noise, 

b) Kalman filtering theory, in case where the output measurements are noisy.

Theorem 6.3 tha t follows provides a state-space realization of the ou tpu t feedback 

controller resulting from the combination of the state observer of Eq.6.38 with the 

state feedback controller of Eq.6.28 (the proof is given in appendix E).
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T h e o re m  6.3 : Consider the system o f  linear partial differential equations o f  Eq.6 . 9  

subject to the boundary condition of Eq.6.2. for  which assumptions 6 . 1 . 6.2. 6.3 and 

the conditions o f proposition 6.3 hold. Consider also the linear bounded operator V  

designed such that the operator C0 =  C — V Q p generates an exponentially stable 

semigroup. Then, the distributed output feedback controller:

$ =  A 7T  +  BtI +  wb(=)dt dz ~faCk  B

d

a—I
wb(z)

- l

v -  Ckq -  £ 7 uCk ( A —  +  B  ) 77  ̂ +  V(q -  Qprj)
u=l

u = 7 ac k  +  b wb(z)

(6.39)

•  < V -  Ckrj -  ^ 7 vCk ( A—  +  B
i/=i

ajguarantees exponential stability o f the closed-loop system,

b)enforces the input/output response o f Eq.6.27 in the closed-loop system i fx(z .O)  = 

t j { z . O ) .

R e m a rk  6 . 1 1 : In the case of open-loop stable systems, a  more convenient way to 

reconstruct the state  of the system is to consider the observer of Eq.6.3S with the 

operator V  set identically equal to zero. This is motivated by the fact th a t the open- 

loop stability of the system guarantees the convergence of the estim ated values to the 

actual ones with transient behavior depending on the location of the spectrum  of the 

operator of Eq.6.14.

R e m a rk  6 . 1 2 : Available results on stabilization of systems of linear hyperbolic PDEs 

via distributed output feedback (e.g., [RaySl, Bal8 6 ]) concern the design of controllers 

with the following general state  space description:

^  + [B + w b i z ) ^  + K(q -  Qprj)

U  =  J - T ]

(6.40)

2 0 3
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where 1 Z  is a bounded linear operator, mapping IR/ into H n . We note that the main 

similarity between a controller of the form of Eq.6.40 and the controller of Eq.6.39 is 

that both are infinite dimensional (because of the state  observers utilized), while their 

main difference lies in the fact that the controller of Eq.6.39 guarantees exponential 

stability of the closed-loop system, if the open-loop system is minimum-phase and 

detectable, while a controller of the form of Eq.6.40 will exponentially stabilize the 

closed-loop system, if the open-loop system  is jointly stabilizable/detectable [BalS6 ].

E x a m p le  (C o n t’d ) : Referring to the linear PDE system of Eq.6 . 1 2 . we note that 

A =  — Vi < 0. while Ci =  0. and thus, the system is open-loop stable according to the 

result of remark 6 . 1 . The open-loop stability of the system allows using an output 

feedback controller which consists of the distributed state  feedback controller coupled 

with an open-loop observer. The appropriate controller takes the form:

^  =  ~V‘̂ Z ~ aT1 + a~ { l'~ J  V(=^)d= ~ 1\Jq [-vi^-(z.t) -  (iT]{:.t))d:^

" = ^  {*’ -  L ' n{:- t)d= - 11£
(6.41)

6 .6 .2  Q u a s i- lin e a r  sy stem s

In this subsection, we consider the synthesis of ou tput feedback controllers for systems 

of the form of Eq.6.7. Given the lack of general available results on state  estim ation 

of such systems, we will proceed with the design of a nonlinear state  observer which 

guarantees local exponential convergence of the state  estimates to the actual state 

values. In particular, the following state  observer will be used to estim ate the state 

vector of the system in space and time:

§7  =  A ( l ) ^ z  +f{*l)  +9(y)b(  = )u + V { q -  Qp(t?)) (6.42)

2 0 4
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where 77 denotes the observer state  vector and V  is a linear operator, m apping IR/ 

into H n. designed on the basis of the linearization of the system of Eq.6.42 so that 

the eigenvalues of the operator C0 =  C — VQp{z )  lie in the left-half plane.

The state observer of Eq.6.42 can be coupled with the state feedback controller of 

Eq.6.34 to derive an output feedback controller th a t guarantees output tracking and 

closed-loop stability. The resulting controller is given in theorem 6.4 th a t follows (the 

proof is given in the appendix E).

T h e o re m  6.4: Consider the system o f  quasi-linear partial differential equations o f  

Eq.6.7 subject to the boundary condition o f Eq.6.2, for  which assumptions 6.1. 6.2.

6.3 and the conditions o f  proposition 6 . 4  hold. Consider also the bounded operator V  

designed such that the operator CQ =  C — VQp( z )  generates an exponentially stable 

semigroup. Then, the distributed output feedback controller:

<r—1

dt A (Ti )f fz  +  f ( v )  + g i i ) K ~ )

- 1

1<°C L * + L t I MfW-l

v - c h w  -  jr -i£  + L<) *(>;)} + p (? -  QpM)
u=l

U = laCLg ( +  L f

(7 — 1
h{rj)b{z)

(6.43)

ajguarantees local exponential stability o f  the closed-loop system,

bjenforces the input/output response o f Eq.6.27 in the closed-loop system if  x(z .  0) =

q(=.0).

In analogy with the linear case, for open-loop stable systems, the operator V  can be 

taken to be identically equal to zero, since the local exponential stability of the open-

2 0 5
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loop system guarantees the local convergence of the estim ated values to the actual 

values.

R e m a rk  6 .13 : Note tha t in the case of imperfect initialization of the observer states 

(i.e.. rj(z. 0) ^  x(c.O)). although a slight deterioration of the  performance may oc­

cur. (i.e.. the inpu t/ou tpu t response of Eq.6.27 will not be exactly imposed in the 

closed-loop system ), the output feedback controllers of theorem  6.3 and 6.4 guarantee 

exponential stability and asymptotic output tracking in the closed-loop system.

R e m a rk  6 .14: The nonlinear distributed output feedback of Eq.6.43 is an infinite 

dimensional one. due to the infinite dimensional nature of the observer of Eq.6.42. 

Therefore, a finite-dimensional approximation of the controller has to be derived for 

on-line im plem entation. This task can be performed utilizing standard discretiza­

tion techniques such as finite differences, orthogonal collocation, etc.. It is expected 

that some performance deterioration will occur in this case, depending on the  dis­

cretization m ethod used and the number and location of discretization points (see 

the chemical reactor application presented in the next section). We finally note tha t 

it is well-established (e.g.. [BalS6 ]) that as the number of discretization points in­

creases. the closed-loop system resulting from the PDE model plus an approxim ate 

finite-dimensional controller converges to the closed-loop system  resulting from the 

PDE model plus the infinite-dimensional controller, guaranteeing the well-posedness 

of the approxim ate finite-dimensional controller.

6.7 Application to a nonisothermal plug-flow reactor

6.7.1 P ro c e ss  d e sc r ip tio n

Consider the non-isothermal plug-flow reactor shown in Figure 6 .2 . where two first-
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CaO’CbO’Tao Ca (l,t), CB (l,t), Tr (l,t)

F i g u r e  6 . 2 :  A  n o n i s o t h e r m a l  p l u g - f l o w  r e a c t o r .

2 0 7
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order reactions in series take place:

,4 b  h  C

where A  is the reactant species. B  is the desired product, and C  is an undesired 

product. The inlet stream  consists of pure A  of concentration C . 4 0  and tem perature 

TUo. The reactions are endothermic and a jacket is used to heat the reactor. The 

reaction rate expressions are assumed to be of the following form:

r i =  - ^ i o e x p ( - ^ - ) C 4

- e 2
r2 =  — fc20exp ( - f t j r ) C B

where k\o, k2 0  E x. E 20 , denote the pre-exponential constants and the activation 

energies of the reactions. Under the following assumptions:

• Perfect radial mixing in the reactor

• Constant volume of the liquid in the reactor

•  Constant density and heat capacity of the reacting liquid

• Negligible diffusive and dispersive phenomena

the m aterial and energy balances that describe the dynamical behavior of the process 

take the following form:

• Mole balance for the species A

- E x
dC.A dC  a RT
■ s r  =  - l r 8 7 - A,ot c<

•  Mole balance for the species B

—Ei —E 2
dCB
dt ~ dz=  —v l~ET^ +  kioe C-t -  k2Qe ETr C b
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•  Reactor energy balance

- £ i - E 2

kioe RTr C b

Pm Cpm * r

subject to the following boundary conditions:

C r(O .f) =  CA0 (t) . CS((U ) =  0  . Tr{Q.t) = TA0 ( t )

where C 4 , CB and denote the concentrations of the species .4 and B  in the reactor. 

Tr denotes the tem perature of the reactor, C.4 S. CBs, Tr9 denote the steady-state 

profiles for the s ta te  variables. A H r i . A d e n o t e  the enthalpies of the two reactions. 

pm, Cpm denote the density and heat capacity of the fluid in the reactor. l'r denotes 

the volume of the reactor. i 'w denotes the heat transfer coefficient, and Tj denotes the 

spatially uniform tem perature in the jacket. The values used for process parameters 

are given in Table 6.1. while the corresponding steady-state profiles are shown in 

Figure 6.3. The control objective is the regulation of the concentration of the species 

B  throughout the reactor by m anipulating the jacket tem perature Tj. We note that, 

in practice. Tj is usually manipulated indirectly through m anipulation of the jacket 

inlet flow rate (this implementation issue is addressed in subsection 6.7.4).

Setting:

u = Tj -  TJS. xi =  C.4 . x 2 =  CB, £ 3  = Tr, y =  CB (6.44)

2 0 9
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n = 1 . 0 m m i n ~ l
L = 1 . 0 m
Vr = 1 0 . 0 It
Fi = 2 . 0  x  lO-* kcal kmol~ l
£ "3 = 3 . 0  x  1 0 4 kcal kmol~ l
i'to = 3 . 0  x  1 0 12 min “ 1

£ 2 0 = 3 . 0  x  1 0 6 m in ~ l
R = 1 . 9 8 7 kcal km ol~ l [ \ ~ l
A  Hi 3 4 8 0 0 0 . 1 kcal kmol ~ 1

A  H 2 = 9 8 6 0 0 0 . 1 kcal kmol ~ 1

Cpm = 0 . 2 3 1 kcal kg~ l [ \ ~ l
Pm = 0 . 0 9 kg l t~ l
cPJ = 2 . 5 kcal kg ~ l K ~ l
Pj = 1 . 4 4 kg l r l
c* = 2 0 0 0 . 0 kcal m m - 1  K ~ l
Ca 0 = 4 . 0 mol l t ~ l
Cbo = 0 . 0 mol l t~ l
Tao — 3 2 0  0 K
Tjo = 3 5 0 . 0 K
Vs = 1 . 0 It
*';« = 0 . 0 0 1 min
F l = 2 8 . 8 7 It m i n ~ l
F 2 = 4 3 . 6 6 It m i n ~ l
F3J* = 5 9 . 6 3 It m i n ~ ’L
F 4 ; 3 = 7 2 . 3 4 It m i n ~ [
E 5, = 7 7 . 2 3 It m i n ~ l

T a b l e  6 . 1 :  P r o c e s s  p a r a m e t e r s  a n d  s t e a d y - s t a t e  v a l u e s
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the original set of equations can be put in the form of Eq.6 . 1  with:

- £ i

f i x )  =
f l ( Xl , X3)

M X I . X 2 . X3 )
M X I . X 2 . X3 )

- k l0e f a 3 Xl

- E x - E 2
ki0e f a z  a-j — k2o€ f a z  i 2 

-Ex - E o
[— ^ E n l kloe Rx3 + L-̂ %1

pm Cpm Pm  Cpn
k2oe Rx3 r?

Pm C)p m
y i X 3 - T i s )

A(x1.a-2.-T3) = [ ai a 2 az
—v 1 0 0

0 —vi 0
0 0 - v i

9 { x)  =

p _ 0
9i 0
92 — u v

. 03 .
.  Pm^pm ^r _

, h( x)  = x 2

(6.45)

(6.46)

It is clear tha t the matrix .4(x) is real sym m etric and its eigenvalues satisfy Eq.6.4. 

Moreover, the eigenvalues of .4(x) are the same, which implies that the above system 

of quasi-linear PDEs is weakly hyperbolic.

6.7.2 Control problem form ulation-Controller synthesis

In this subsection, we will proceed with the formulation and solution of the  control 

problem. More specifically, it will be assumed th a t there are five control actuators 

which are characterized by a unity distribution function i.e., b‘( : ) u l = u‘ for all 

i =  1, • • • . 5. The control actuators are taken to act over equispaced intervals, i.e.:

’ u' ( t )  . [0.0,0.2]

u{ t )  =

u 2 (t)
u3 (t)

u*(t)
u 5 (t)

[0.2,0.4] 
[0.4.0.6] 
[0 .6 , 0 .8] 
[0.8 . 1.0]

(6.47)
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The desired performance requirem ent is to control the averaging outputs:

y l {t) =  f 5.0 x 2 {z.t)d=
J o.o

y 2 (t) =  f  5.0 x 2 {=.t)dz 
J 0 .2

r0.6
y(t) = f i t )  = Jq  ̂ o.0 x 2 {=J)dz  (6.48)

y 4 {t) =  [  5.0 x 2 (=J)dz  
J 0 .6

y 5 {t) =  [  5.0 x 2 { : J ) d z  
J 0 .8

Using the above relations, the model that will be used for the synthesis of the output

feedback controller is given by: 

dx
dt ~ 'd z

cIt  3
=  +  M  +  s M E  w -  -  f i 'u= 1 (6.49)

/■-t+i 1
y ' =   x 2 (=J)dz  , i = 1 ,- ■ •,5

- t + l  — ~t

where the m atrix A[x)  and the vector functions / (x )  and <7 (x) are specified in Eq.6.46. 

A schematic of the reactor along with the control system is given in Figure 6.4. 

Referring to the system of Eq.6.49. its characteristic index can be calculated using 

the definition 6 . 2  introduced in section 6.3. In particular, we have that:

C'Lgh ( x ) =  f  ----- ------Lah(x)  =  0 .  V i =  1. • • •, 5
- t + l  — ~t

c ' l ,  ( t f i . , r * - * *  * ° • v =*• ■ ■ • • *
Thus, the characteristic index of the system of quasi-linear PDEs of Eq.6.49 is equal 

to 2. This allows requesting the following second-order response in the closed-loop 

system between y l and t’1, for all i =  1. • • •. 5:

(6.50)

cPy' dy'
= v

(6.51)

Moreover, the eigenvalues of the m atrix A{x)  are negative and the boundary con­

ditions are specified in a single point. Thus, the result of remark 6.1 applies di­

rectly yielding that the system is open-loop stable. Furthermore, it was also verified,
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u 1 (t) u 2 (t) u 3 (t) u4 (t) u 5(t)

I  I  I  I  I

Q\0 • ^BO • ÂO ( l , t ) , CB (l.t), Tr (l,t)

F i g u r e  6 . 4 :  S p e c i f i c a t i o n  o f  t h e  c o n t r o l  p r o b l e m  f o r  t h e  p l u g - f l o w  r e a c t o r .
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through simulations, that the process is minimum-phase. Therefore, the developed 

control m ethod can be applied and the distributed output feedback controller of the­

orem 6.4, with V  =  0. was employed in the simulations (note tha t due to open-loop 

stability of the process the controller does not use measured process outputs). The 

explicit form of the controller is as follows:

- E x
drj
a t  = ~ l ' l t  ~  k ' ° e  f l , s ""

dr]
dt  =  _ l ’I h  +  R j l 3  7 ,1 ~~ '̂2°e R l1 3  712

% _ I
PmCpm Pm^pm

- E x - E o

dt V2

+ 7 7 V ( r -. -  “*) +  — -  -■) -  tf(~  -  -+ i) )
P m ^ p m ^ r  P m C p m  * r

- 1

f -  -  c ‘h(r,)  -  7 l C  ( ' t j r K  +  i f  |  i>(n)

- ^ c ' \ h j j z L' ,  + L f  \

u = n c ' i >  I t j r i - . + i f  | W ( - - )

- 1

{vl - C 'h {  17)

- t c ' I + i / l  *<*) -  i f C ‘ M
(6.52)
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where the analytical expressions of the terms included in the controller are as follows:

e ‘L > +  L i )  =  J ‘

c  + £') = £

*.+i 1 d f 2
^ —Qzdz

-i+i — -i drj3 '

-1+1 ~  - 1

3

*',+I 1 f dlK , r / \ \  j- vi-q7  + J2(Vi-n2-V3) J  d:

dz

c% ( g t s )  * i s  * i t ;

* (i"H  l'«" - zhM w M  * i t  * i t
C‘I}/l(77) =  f  -   +  | ^ / 2  (7 1 ^ 2 ^ 3 )

■/=. - 1+1 — - 1  \ 9 t]i  (77/2

+  | ^ / 3 (?7i . ' / 2 iJ/3 )) dz

(6.53)

The controller was tuned to give an overdamped response between the output y' and 

the reference input v‘. In particular, the param eters 7 1  and 7 2  were chosen to be:

7 i =  3.0 m in . 7 2  =  0.5 m i n 2

to achieve the following tim e constant and damping factor:

t  =  0.707 min  . C =  2.12

6.7.3 Evaluation of controller performance

Several simulation runs were performed to evaluate the performance of the distributed 

output feedback controller of Eq.6.52. The m ethod of finite differences was employed 

to derive a finite dimensional approximation of the output feedback controller of 

Eq.6.52. with a choice of 2 0 0  discretization points. In all the simulation runs, the 

process was initially assumed to be at steady-state.
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In the fist simulation run, we addressed the reference input tracking capabilities 

of the controller. Initially, a 30% increase in the reference inputs v \  i =  I . •• •. 5 was 

imposed at time t =  0.0 min .  Figure 6.5 shows the corresponding output profiles. 

It is clear that the controller enforces the requested inpu t/ou tpu t response in the 

closed-loop system and regulates the output at the new reference input values. The 

corresponding input profiles for each control actuator are depicted in Figure 6 .6 . We 

observe that the control action, required by each actuator to drive the corresponding 

output to the new reference value, increases as we approach the outlet of the reactor. 

This is expected, because the amount of heat required to maintain the reaction rate 

tha t yields the necessary conversion increases along the length of the reactor. Figure 

6.7 shows the evolution of the concentration of the species B  throughout the reactor 

while Figure 6 .S shows the profile of the concentration of the species B  at the outlet 

of the reactor. We observe tha t by using a finite num ber of control actuators, we 

achieve satisfactory control of the output variable Cb at all positions and times.

For the sake of comparison, we also consider the control of the reactor using a 

controller which was designed on the basis of a model resulting from discretization of 

the original PDE system in space. In particular, the m ethod of finite differences was 

used to discretize the original PDE model of Eq.6.49 into a set of five (equal to the 

number of control actuators) ordinary differential equations in time. Subsequently, an 

inpu t/ou tpu t linearizing controller [KA91] was designed on the basis of the resulting 

ODE model. The corresponding output profiles are shown in Figure 6.9, while Figure 

6.10. shows the profile of the concentration of the species B  in the outlet of the 

reactor. It is clear tha t the controller leads to poor performance, because it does not 

explicitly take into account the spatially varying nature of the process.
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F i g u r e  6 . 1 0 :  P r o f i l e  o f  c o n c e n t r a t i o n  o f  s p e c i e s  B i n  t h e  o u t l e t  o f  t h e  r e a c t o r - d i s c r e t i z a t i o n  b a s e d  

c o n t r o l l e r .

•223

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



6.7.4 Practical im plem entation issues

The distributed output feedback controller of Eq.6.52 assumes that the jacket tem ­

perature can be m anipulated directly. In practice, the jacket tem perature is usually 

m anipulated indirectly through the jacket inlet flow rate. This can be achieved in a 

straightforward way by designing a controller to ensure th a t the jacket tem perature 

obtains the values requested by the distributed controller of Eq.6.52.

Specifically, under the assumption of perfect mixing and constant volume, the 

dynamic model of the jacket takes the form:

dTj . F ‘s i'w (  /■*.+« 1 \
i f  “  + ^ U .

ATjo-Tj) , . . (6'°4)
+  t / i  U f l '  * =  1............0

J

where F j a is the steady-state jacket inlet flow rate. VJ  is the jacket volume, p j .  cpj  

are the density and heat capacity of the fluid in the jacket. Tj0 is the tem perature of 

the inlet stream  to a jacket, and u'ft is the jacket inlet flow rate (chosen as the new 

m anipulated input) in deviation variable form. Requesting a first-order response of 

the form:

+ r; = u ' (6.55)

where 7 JC is the tim e constant, the necessary controller takes the form:

(««• -  T t w ;  -  n c
ji =

( t ;„ -  ( r '  — !— -  r;)
Pj cp j \ J:> = i + i - = ,  V .

U T j o  -  t ;)
(6.56)

The param eter 7 JC should be chosen such tha t the response of Eq.6.55 is sufficiently 

fast compared to the response of Eq.6.51, while estim ates of Tr(c, t) can be obtained 

from the state observer of Eq.6.52.

The performance of the control scheme resulting from the combination of this 

controller with the distributed controller of Eq.6.52 was evaluated through simulations
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on the plug-flow reactor. The values used for the param eters and the steady-state

values of the jacket inlet flow rate F-s, i =  1......... 5. are given in Table 6.1. Figure

6.11 shows the output profiles for the same 30 % increase in the value of the reference 

inputs as previously (the profiles for the jacket inlet flow rate are displayed in figure 

6.12). Clearly, the performance of the control scheme is excellent, enforcing closed- 

loop output responses which are very close to the ones obtained by neglecting the 

jacket dynamics (compare with Figure 6.5).

6.8 Conclusions

In this chapter, we developed an output feedback control methodology for systems de­

scribed by quasi-linear first-order hyperbolic partial differential equations, for which 

the m anipulated input, the controlled output and the measurable output are dis­

tributed in space. The central idea of our approach is the combination of theory of 

partial differential equations and concepts from geometric control. Initially, a con­

cept of characteristic index was introduced and used for the synthesis of distributed 

state  feedback controllers tha t guarantee output tracking in the closed-loop system. 

Conditions tha t ensure exponential stability of the  closed-loop system were derived. 

Analytical formulas of output feedback controllers were also derived through com­

bination of suitable state observers with the developed distributed state feedback 

controllers. The proposed control methodology was implemented, through simula­

tions, on a nonisothermal plug-flow reactor, modeled by three quasi-linear hyperbolic 

PDEs. Comparisons with a control method th a t involves discretization in space of 

the original PDE model and application of standard nonlinear control methods for 

ODE systems established th a t the new control m ethod yields superior performance.
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Notation

R om an Letters

A ,A (x).A (z) = matrices
6‘(r) = distribution function of z-th actuator
c '(-) = performance specification function for i-th output
C ao = inlet concentration of the species Acuc2 = constant matrices
CA = concentration of the species A
C b = concentration of the species B
Cpm = heat capacity of the reactor fluid
C PJ = heat capacity of the jacket fluid
Ei, Ei = activation energies
f = vector field
F — outlet flow rate
F\ — inlet flow rate

FU = steady-state value for inlet flow ra te  to the ?-th jacket
9 = vector field associated with the m anipulated variable
h = controlled output scalar field
k\. k2 = pre-exponential constants
I = total number of control actuators
P = measurable output scalar field
Tao = inlet tem perature of the species .4
T'jo = inlet tem perature of the fluid in the jacket
Tj = tem perature of the jacket
Tt = tem perature of the reactor
TJ- w = tem perature of the wall
t = time
f'u. = heat transfer coefficient
U = manipulated variable
U = manipulated input vector
U' = z-th manipulated input

vi = volume of the jacket
v; = volume of the reactor
V = reference input vector
r ' = reference input for the i-th actuator
Vl = fluid velocity
X = vector of state variables
y = controlled variable
y = controlled output
z = spatial coordinate
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Greek Letters

7 *. Ijc =  ad justab le  param eters
A H i . A H 2 =  enthalpy  of the reactions
V =  observer s ta te  vector
Pm =  density  of the  fluid in the reactor
Pj =  density  of th e  fluid in the  jacket
o' =  characteristic  index of y' w ith respect to  u
O =  characteristic  index of y w ith respect to  u

M ath Symbols

C' = bounded linear operator
H = infinite dimensional Hilbert space
L f h = Lie derivative of a scalar field h with respect to the vector /
L)h = k-th order Lie derivative
L , L ) - ' h — mixed Lie derivative
V = bounded linear operator
V = bounded linear operator
0 = bounded linear operator
n = bounded linear operator
JR = real line
IRl = / —dimensional Euclidean space
€ — belongs to
T = transpose
l- l = standard Euclidean norm
l l - l h = 2-norm in Ti
(•• -)lR" = inner product in IR”
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C hapter 7

R obust Control of H yperbolic  

P D E  System s

7.1 Introduction

One of the most im portant theoretical and practical problems in control is the one 

of designing a controller tha t compensates for the presence of mismatch between the 

model used for controller design and the actual process model. Typical sources of 

model uncertainty include unknown or partially known time-varying process param ­

eters. exogenous disturbances and unmodeled dynamics. It is well-known that the 

presence of uncertain variables and unmodeled dynamics, if not taken into account 

in the controller design, may lead to severe deterioration of the nominal closed-loop 

performance or even to closed-loop instability.

Research on robust control of PDEs with uncertain variables has been limited to 

linear systems. For linear parabolic PDEs, the problem of complete elimination of 

the effect of uncertain variables on the output via distributed state feedback (known 

as disturbance decoupling) was solved in [Cur84. Cur86]. Research on the problem 

of robust stabilization of linear PDE systems with uncertain variables led to  the

2 3 0
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development of H°° control methods in the frequencv-domain (e.g. [CGS6. POST. 

GX89]). The derivation of concrete relations between frequency domain and state- 

space concepts for a wide class of PDE systems in [JNSS] motivated research on the 

development of the  state-space counterparts of the H “  results for linear PDE systems 

(see [Keu93, BK91] for example). W ithin a state-space framework, an alternative 

approach for the design of controllers for linear PDE systems, tha t deals explicitly 

with time-invariant uncertain variables, involves the use of adaptive control methods 

[WB89, HB94, Dem94, Bal95].

On the other hand, the problem of robustness of control methods for PDE systems 

with respect to unmodeled dynamics is typically studied within the singular pertur­

bation framework (e.g.. [WB89]). This formulation involves synthesizing a controller 

on the basis of a reduced-order PDE model (which captures the dominant (slow) 

dynamics of the process) and deriving conditions under which the same controller 

stabilizes the actual closed-loop system (which includes the unmodeled dynamics). 

This approach was employed in [WB89] to establish robustness of a class of finite­

dimensional adaptive controllers, which asymptotically stabilize a PDE system with 

time-invariant uncertain variables, with respect to unmodeled dynamics, provided 

that they are stable and sufficiently fast. Furthermore, the singular perturbation 

framework allows studying the control and order reduction of PDE systems with fast 

and slow dynamics. Soliman and Ray [SR79] utilized singular perturbation tech­

niques to design well-conditioned state estim ators for two-time-scale parabolic PDE 

systems, while Dochain and Bouaziz [DB93] recently used singular perturbations to 

reduce the parabolic PDE model that describes a fixed-bed reactor with strong dif­

fusive phenomena to  an ODE one.

In this chapter, we consider systems of first-order hyperbolic PDEs with uncer­

tainty, for which the manipulated input and the controlled output are distributed in 

space. The objective is to develop a framework for the synthesis of distributed robust

2 3 1
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controllers tha t handle explicitly time-varying uncertain variables and unmodeled dy­

namics. For systems with uncertain variables, the problem of complete elimination of 

the effect of uncertainty on the output via distributed feedback is initially considered: 

a necessary and sufficient condition for its solvability as well as explicit controller 

synthesis formulas are derived. Then, a distributed robust controller is derived that 

guarantees boundedness of the state  and achieves asym ptotic output tracking with 

arb itrary  degree of asym ptotic attenuation of the effect of uncertain variables on the 

ou tput of the closed-loop system. The controller is designed constructively using Lya­

punov's direct method and requires that there exist known bounding functions that 

capture the magnitude of the uncertain terms and a m atching condition is satisfied. 

The problem of robustness with respect to unmodeled dynamics is then addressed 

within the context of control of two-time-scale systems modeled in singularly per­

turbed form. Initially, a robustness result of the bounded stability property of a 

reduced-order PDE model with respect to stable and fast dynamics is proved. This 

result is then used to establish tha t the controllers which are synthesized on the basis 

of a reduced-order slow model, and achieve uncertainty decoupling or uncertainty 

a ttenuation, continue to enforce these control objectives in the full-order closed-loop 

system , provided that the unmodeled dynamics are stable and sufficiently fast. The 

developed control method is tested through simulations on a nonisothermal fixed-bed 

reactor, where the reactant wave propagates through the bed with significantly larger 

speed than  the heat wave, and the heat of reaction is unknown.

2 3 2

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



7.2 First-order hyperbolic PDEs

7.2.1 D escription of hyperbolic PD E s with uncertain variables

We will focus on systems of quasi-linear hyperbolic first-order PDEs in one spatial 

variable, with the following state-space description:
O A

■—  = A { x ) - ^  + f { x ) + g { x ) b { : ) u + W ( x ) r { : ) 6 {t) 

y3 = Ch(x)  

subject to the boundary condition:

C i x ( a J )  +  C2x(/?.f) =  R{t)  (7.2)

and the initial condition:

x(c.O) =  x0(c) (7.3)

In the above description. x ( z , t )  = [x i(c .i) ••• xn(r.<)]:r denotes the vector of state 

variables, x ( r .f )  £ ?■£” [(a , /?)• IR"]. with H n being the infinite-dimensional Hilbert 

space of n-dimensional vector functions defined on the interval [o,/?] whose spatial 

derivatives up to n-th order are square integrable. and r  £ [a,/?] C IR and t £ [O.oo). 

denote position and time, respectively, u =  [u1 ••• u,]T € IR/ denotes the vector of 

m anipulated inputs. 6  =  [#i • • • 6 q) £ IR? denotes the vector of uncertain variables, 

which may include uncertain process parameters or exogenous disturbances. ys =  

[j/i ■' y ls\T ^ IR' denotes the vector of controlled outputs. Figure 7.1 shows the

location of the manipulated inputs and controlled outputs in the case of a prototype

example. ^ (x J .W lx )  are sufficiently smooth matrices of appropriate dimensions, 

/ ( x )  and g(x)  are sufficiently smooth vector functions. h(x)  is a sufficiently smooth 

scalar function. C t,C 2 are constant matrices of appropriate dimensions, R(t) is a 

time-varying column vector, and x0(x) £ H [(a, d), IR"]. with H[{a, 8 ), IR"] being the 

Hilbert space of n-dimensional vector functions which are square integrable on the

2 3 3
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Figure 7.1: Specification o f  th e control problem in  a prototype exam ple.
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interval [ct, 0 ] .  b ( z )  is a known smooth vector function of the form:

b(z) =  [ ( H i z - z ^ - H i z - z ^ b ' W  ••• ( t f ( c - c , ) - t f ( r - r , +1))6 '(r)]

(7.4)

where H  denotes the standard Heaviside function and b‘(z) describes how the control 

action u'(t) is distributed in the space interval [c,-, ~,+i]. r(c) is a known m atrix whose 

(i, k) — th elem ent is of the form r[(c ) , where the function rk(z) specifies the position 

of action of the uncertain variable 8 k on [r,-, ri+i]. C is a bounded linear operator, 

mapping H n into IR/. of the form:

C =  [ { H { z - z x ) - H ( z - z 2 ) ) C '  ••• ( t f ( c +1))C' ]r  (7.5)

where the operator C‘ depends on the desired performance specifications and in most 

practical applications is assumed to be of the form:

y's(t) = C'h(x) = cl(z )h (x(z . t ) )dz  (7.6)

where c‘(r) is a known smooth function. For simplicity, the functions 6‘(c). c '(c). r'k(z). 

i =  1 L are assumed to be normalized in the interval [a, /3], i.e.. 1b'{=)d= =

i : r \ \ z ) d z = ± r +ir'k(z)d= = L
i=i

The quasi-linear hyperbolic PDE system of Eq.7.1. with 8 (t) =  0. describes the 

m ajority of convection-reaction processes arising in chemical engineering [RAAS6] 

and is a natural generalization of linear models considered in [RaySl. CD95] in the 

context of linear distributed state estim ation and control. The assum ption of affine 

and separable appearance of u and 8  is a standard one in uncertainty decoupling 

and robust control studies for linear PDEs (e.g., [Cur84, Cur86]), and is satisfied 

in most practical applications, where the jacket tem perature is usually chosen to be 

the m anipulated input (see for example [RaySl, CD95]), and the heat of reactions, 

the pre-exponential constants, the tem perature and concentrations of lateral inlet 

stream s, etc. are typical uncertain variables.
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7.2.2 Prelim inaries

In this subsection, we review a basic stability result (converse Lyapunov theorem ) for

systems of the form of Eq.7.1 and introduce a concept of characteristic index between 

the output y' and the uncertainty vector 9 tha t will be used in our development.

T h e o re m  7.1 [W an66a] (C onverse  L y a p u n o v  th e o re m ): Consider the system 

of Eq.7.1, with (|u | =  \6 \ =  0). and assume that the operator o f  Eq.6 . 1 4  generates 

a locally exponentially stable semigroup. Then, there exist a smooth functional  V : 

Tin x [a, j3\ —► IR>o of the form:

R e m a rk  7.1: Note tha t, for infinite-dimensional systems, stability with respect to 

one norm does not necessarily imply stability with respect to another norm. This 

difficulty is not encountered in finite-dimensional systems since all norms defined in 

a finite dimensional vector space are equivalent. In our case, we choose to study 

stability with respect to the L2-norm since for hyperbolic systems it represents a 

measure of the to tal energy of the system at any time, and thus exponential stability 

with respect to this norm implies that the system 's total energy tends to zero as 

t —> oo (i.e.. since V(t)  is a quadratic function: V(t )  -+ 0 as t —+ oo exponential 

stability).

(7.7)

i+l
where q(z) is a known positive definite function s a t i s f y i n g q { z ) d z  =  1. and

1=1
a set o f  positive real numbers 0 1 , 0 2 , 0 3 , 0 4 , 0 5  such that if  | |x | | 2  <  a.5 the following

conditions hold:
“ i IMI! <  V (0 <  a2|kll2
d V  d V  fix

(7-8)

d V
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We now define a concept of characteristic index between the output y ‘ and the un­

certainty vector 0, for systems of the form of Eq.7.1 tha t will be used to express 

the solvability condition of the uncertainty decoupling problem via distributed state  

feedback and the m atching condition in the robust uncertainty attenuation problem.

D efin itio n  7.1: Referring to the system of Eq.7.1, we define the characteristic index 

of the output y\ with respect to the vector o f  uncertainties 9 as the smallest integer 6 ‘ 

for which, there exists k £ [1.?] such that:

(
\  5,-1

Y . ~ ^ L . i + l A  A ( iK ( - - ) ^ 0  (7.9)

where Wk denotes the k-th column vector o f  the matrix W . or Sl = oc i f  such an 

integer does not exist.

From the above definition, it follows that S’ depends on the structure of the process 

(matrices A(x),  W ( x )  and functions /(x ) ,  /i(x)), as well as on the position of action of 

the uncertain variables 9 (functions r ‘k(z)) and the function c‘(z). In order to simplify 

the statem ent of our results, we define the characteristic index of the output vector 

y with respect to the vector of uncertainties 9 as 8  =  min{61.<52, ---- (!>*}.

7.3 Uncertainty decoupling

In this section, we consider systems of the form of Eq.7.1 and address the problem 

of synthesizing a distributed state  feedback controller th a t stabilizes the closed-loop 

system and forces the output to track the external reference input in a prespecified 

manner for all tim es, independently of the uncertain variables. More specifically, we 

consider control laws of the form:

u =  S (x) +  s(x)u (7.10)

2 3 7
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where S( x )  is a smooth nonlinear operator mapping H n into IR*. s(x) is an invertible 

m atrix  of smooth functionals, and v G IR* is the vector of external reference inputs. 

Under the control law of Eq.7.10, the closed-loop system takes the form: 

dx  dx
—  =  4 ( x ) —  + f ( x )  + g(x)b{:)S{x)  + g{x)b(:)s{x)v + lU (.r)r(c)0 (O

ys =  Ch(x)

It is clear that feedback laws of the form of Eq.7.10 preserve the linearity with respect 

to the external reference input v.  We also note that the evolution of the closed-loop 

system of Eq.7.11 is locally governed by a strongly continuous semigroup of bounded 

linear operators, because b(z)S{x),b(z)s. (x), r{z)9(t)  are bounded, finite dimensional 

perturbations, ensuring tha t the solution of the system of Eq.7.11 is well-defined. 

Proposition 7.1 th a t follows allows specifying the order of the inpu t/ou tpu t response 

in the nominal closed-loop system  (the proof can be found in the appendix F).

Proposition 7.1: Consider the system o f Eq.7.1, fo r  which assumption 6.1 holds, 

subject to the distributed state feedback law of Eq.7.10. Then, referring to the closed- 

loop system o f Eq.7.11:

a) the characteristic index o f  ys with respect to the external reference input v is equal 

to O', and

b) the characteristic index o f  ys with respect to 0  is equal to 8 , i f  6  < o .

The fact that the characteristic index between the output y and the external reference 

input v is equal to a  suggests requesting the following inp u t/o u tp u t response for the 

closed-loop system:
<Lay, , , dys .

'*■7 F  + " ' + 1 ' ~ j r + y ‘ = v ( ' - 12)

where 7 1 . 7 2 , •■ •,7 ,  are adjustable parameters which can be chosen to guarantee in­

p u t/o u tp u t stability in the closed-loop system. Referring to Eq.7.12, note tha t, mo­

tivated by physical arguments, we request, for each pair {y‘3 , v' ) ,  i =  1, . . . , / ,  an 

inpu t/ou tpu t response of order 0  with the same transient characteristics (i.e. the pa-

2 3 8
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rameters 7 jt are chosen to be the same for each pair (yls. v ‘)). The following theorem 

provides the main result of this section (the proof is given in the appendix F).

T h e o re m  7.2: Consider the system o f Eq.7.1 for  which assumption 6 . 1  holds, and

assume that: i) the roots o f  the equation 1  +  7 1 S +  ••• +  v-s" =  0  lie in the open 

left-half o f the complex plane, ii) the zero dynamics (Eq.6.35) is locally exponentially 

stable, and H i) there exist a positive real number 8  such that m ax{||0 ||, ||0 ||} <  8 . 

Then, the condition a <  8  is necessary and sufficient in order for  a distributed state 

feedback law o f  the form o f  Eq.7.10 to completely eliminate the effect o f 0  on y, in the 

closed-loop system. Whenever this condition is satisfied, the control law:

(T — l
U =

(T. 13)

i/=i \j=i d~

a) guarantees boundedness o f  the state o f the closed-loop system,

b) enforces the input/output response o f Eq.7.12 in the closed-loop system.

R e m a rk  7.2: Referring to the solvability condition of the problem, notice th a t it 

depends not only on the structural properties of the process but also on the shape 

of the actuator distribution functions b(z).  the position of action of the vector of 

uncertain variables (m atrix function r(c)) and the performance specification functions 

c(r). since a  and 8  depend on c(z), b(z) and c(c), r(z),  respectively. This implies that 

it is generally possible to select (6 (r ) ,c ( r))  to allow achieving uncertainty decoupling 

via distributed state  feedback (see illustrative example in remark 7.5 below).

R e m a rk  7.3: The solvability condition of the problem and the distributed state 

feedback controller of Eq.7.13 were derived following an approach conceptually similar 

to the one used to solve the counterpart of this problems in the case of ODE systems 

(e.g. [DC95]). We note tha t this is possible, because, for the system of Eq.7.1: a)

2 3 9
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the inpu t/ou tpu t spaces are finite dimensional: and b) the inpu t/ou tpu t operators 

(functions c‘(c), ^‘(r)) are bounded.

Remark 7.4: We note tha t the distributed state feedback controller of Eq.7.13 that 

solves the uncertainty decoupling problem is identical to the one derived in [CD9 5 ] 

which solves the output tracking problem via distributed state  feedback, while the 

conditions i) and ii) of theorem 7.2. as proved in [CD95], ensure tha t the controller 

of Eq.7.13 exponentially stabilizes the nominal closed-loop system (6 {t) =  0 ).

Remark 7.5 (Illustrative example): Consider a plug-flow reactor with lateral 

feed, where a first-order reaction of the form A  —> B  takes place. Assuming that the 

lateral flow rate is significantly smaller than the inlet flow rate  (i.e. iv F.  where iy 

denotes the velocity of the inlet stream  to the reactor and F  denotes the lateral flow 

rate per unit volume), the dynamic model of the process is given by:

dCA 9 Ca ,
— ~ vi~q Z— *C.\ +  F  (C\u — CA)

?  =  ~ v i ^ + i-::^ k C A + F(Tl - T )  + - ^ - ( T J - T )  (7-14)
ot U~ PjCpf Pjcpf*r

CA(0. t) = CAO. T(QJ)  = To

where CA{z. t )  and T( z . t )  denote the concentration of the species .4 and the tem pera­

ture in the reactor, c € [0,1], Tj{z.  t) denotes the wall tem perature. C\u. 7) denote the 

concentration and the tem perature of the lateral inlet stream , k denotes the reaction 

rate constant. A H  denotes the enthalpy of the reaction, pj .  Cpf denote the density 

and heat capacity of the reacting liquid. Uw denotes the heat transfer coefficient, and 

VT denotes the volume of the reactor. Set Xj =  CA, =  T.  u =  Tj — T]S, 0\ = Ti — Ti, , 

0 2  =  C a i - C m , .  y = T . Ri ( t )  =  CA0 {1 ) and R 2 {t) =  T0 {t), where TJS,T t3. CAls denote 

steady-state values. Assume th a t for the control of the system there is available one 

control actuator with distribution function b(z): let also r ^ r )  and r 2 (z) determine

the position of action of 6 \ and 0 2. respectively, and y(t)  =  f  c(z)x2 (z, t )dz\  then the
Jo

2 4 0
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system of Eq.7.14 can be w ritten as:

d i \  dx\
=  - v i - f a - k x x + F { C Au - x i )  + FB2

d x ,  3X2 . ( - A / f ) ,  , [ w
“5 T  — —̂ “ 5 — I--------------kx\- \-------- — (Tja — x 2) +  F{Tu  — j 2)

/)/Cp/ p/CpfVj.
( 7. 15 )

—6(s)u +  F r ^ r ) ^ )
PfCpjK

y(t)  = f  c{z)x2 {z, t )dz.  x^O^t )  = Rx, x ^ O j )  = R 2 
Jo

Performing a time-differentiation of the output y(t),  we have:

dy f l , J  d x 2 t { - A H ) ,  , Uw-  _ V/ —-  + ----------- kxi  H--------
V ^  Pf^S
-  [ ' c(z)b{z)udz +  F  f  c i z ^ d x i D d .  
vr Jo Jo

d y  f \ , ^ (  d x 2 , ^  V, CV'T A J—  =  / c(r) - u / — + -----------fcii H--------- — (TJS — x 2) 4- F{Tis — 0 :2 ) I dz
dt  Jo \  uz  Pf^pf PfCpf*r J

u w

PfCpjVr
(7.16)

From the above equation and the result of theorem 7.2, it follows th a t if (c(r), 6 (c)) =

I c(z)b(z)dz  ^  0  (in which case <7 =  1 ), then the uncertainty decoupling problem via 
Jo
distributed state  feedback is solvable as long as a  < 6 , th a t is when (c (c ).rj(c )) =

/  c (c )ri(c )d r =  0. Whenever this condition holds, the necessary controller can be 
Jo
derived from the synthesis formula of Eq.7.13.

7.4 Robust control: uncertain variables

In this section, we consider systems of the form of Eq.7.1 for which the condition 

a  <  S is not necessarily satisfied and address the problem of synthesizing a distributed 

robust nonlinear controller of the form:

u =  S( x )  +  s(a:)u +  R{x,  t) (7.17)

where S{x)  is a smooth nonlinear operator mapping H n into IR7, s(x) is an invertible 

m atrix of smooth functionals, where 7Z(x,  I) is a vector of nonlinear functionals, that 

guarantees closed-loop stability, enforces asymptotic output tracking, and achieves

2 4 1
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arbitrary  degree of asym ptotic attenuation of the effect of uncertain variables on 

the output of the closed-loop system. The control law of Eq.7.17 consists of two 

components, the component S ( x )  -|- s(x)v  which is used to enforce output tracking 

and stability in the nominal closed-loop system, and the component TZ(x.t) which is 

used to asymptotically a ttenuate  the effect of 6 (t) on the output of the closed-loop 

system. The design of <S(x) +  s(x)v  will be performed employing the  geometric ap­

proach presented in the previous section, while the design of IZ(x. t )  will be performed 

constructively using Lyapunov's direct method. The central idea of Lyapunov-based 

controller design is to construct 7 Z( x J ), using the knowledge of bounding functions 

th a t capture the size of the uncertain terms and assuming a certain path  under which 

the uncertainty may affect the  output, so th a t the ultim ate discrepancy between the 

output of the closed-loop system  and the reference input can be made arbitrarily 

small by a suitable selection of the controller parameters.

We will assume that there exists a known smooth (not necessarily small) vector 

function, which captures the magnitude of the vector of uncertain variables 6  for 

all times. Information of this kind is usually available in practice, as a result of 

experim ental data, preliminary simulations, etc. Assumption 7.1 states precisely our 

requirement.

A ss u m p tio n  7.1: There exists a known vector 0{t) = [0i(f) ••• 0 ,(0 ]. whose ele­

ments are continuous positive definite functions defined on t € [O.oo) such that:

\ 0k ( t ) \ <ek(t),   q (7.18)

Assumption 7.2 that follows characterizes precisely the class of system s of the form of 

Eq.7.1 for which our robust control methodology is applicable. It determ ines the path 

under which the vector of uncertain variables 6 {t) may affect the o u tpu t of the closed- 

loop system. More specifically, we assume that the vector of uncertain variables 9{t) 

enters the system in such a m anner such tha t the expressions for the time-derivatives

2 4 2
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of the output y up to order a  — 1 are independent of 0. This assum ption is signifi­

cantly weaker than the solvability condition required for the uncertainty decoupling 

problem (cf. theorem 7.2) and is satisfied by many convection-reaction processes of 

practical interest (including the plug-flow and fixed-bed reactor examples studied in 

this chapter).

A ssu m p tio n  7.2: cr < 8 .

Theorem 7.3 provides the main result of this section (the proof is given in the appendix

F).

T h e o re m  7.3: Consider the system o f Eq.7.1, fo r  which assumptions 6 . 1 . 6.2. 7.1 

and 7.2, and the conditions (i . i i . i i i )  o f theorem 7.2 hold, under the distributed state 

feedback law o f  the form:

a— 1 I " 1

h{x)b(z)u = C L . [ p g L . , + L ,

7o
7 2 - t ^ m L ‘- + L '

u-l
h{x)

(7.19)

I / - 1

- 2 A - ( ( ) A ( x .« £ '^ C  +  i / I  Hx )  -
u=\7a \ J = 1 O- ) ")„

where 0 , 7 * are adjustable parameters, and 7 * are chosen so that 7 0  >  0  and the 

polynomial s a _ 1  +  +  ••• +  ^-5 +  7 1- =  0 is Hurwitz, A(x.d>) is an I x /

diagonal matrix whose ( i . i )  — th is o f the form  
I  _ . / . \ u-l -1

A(x.<t>) =
( " d x

i/=i 7a yJ = 1
+  Lf  j h{z) — ~ l” | +  <j> | , and the
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tim e-varying  gain I \ ( t )  is o f  the fo rm :

I<(t) =
i ( n dx  \  ” *

Y*CL\Vk I +  L J I h(x)rk(:)8 k{t) (7.20)

Then, fo r  each positive real number d, there exist a pair o f positive real numbers {6 . o") 

such that

i f  max{||a:o||2 i H l̂l* 11^ 11} <  b and 4> 6  (0 , $'), then:

a) the state o f the closed-loop system is bounded, and

b) the output of the closed-loop system satisfies:

lim |y‘ — i>‘| <  d, i = i , . . . , l  (7.21)
t —oo

R e m a rk  7.6: The calculation of the control action from the controllers of Eqs.7.13- 

7.19 requires algebraic manipulations as well as differentiations and integrations in 

space, which is expected because of their distributed nature.

R e m a rk  7.7: The robust nonlinear controller of Eq.7.19 guarantees an arbitrary  

degree of asym ptotic attenuation of the effect of a large class of uncertain tim e — 

varying  variables on the output (those th a t satisfy assumption 7.2). In m any practical 

applications, there exist unknown time-invariant process parameters which may not 

necessarily satisfy assumption 7.2. Since the manipulated input and controlled output 

spaces are finite-dimensional, the asym ptotic rejection (in the sense th a t Eq.7.21 

holds) of such constant uncertainties can be achieved by combining the controller of 

Eq.7.19 with an external linear error-feedback controller with integral action [DC95],

R e m a rk  7.8: Comparing the uncertainty decoupling result of theorem 7.2 with the 

result of theorem 7.3 (Eq.7.21). we note th a t the latter is clearly applicable to a larger 

class of systems (those satisfying the condition a  <  <5), achieving, however, a weaker 

performance requirement. More specifically, in the uncertainty decoupling problem 

a well-characterized inpu t/ou tpu t response is enforced for all times independently of
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0 {t). while in the case of robust uncertainty rejection the output error { y ‘ — v ‘ )  is 

ensured to stay bounded and asymptotically approach arbitrarily close to zero (by 

appropriate choice of the param eter 0 ).

R e m a rk  7 .9 ( I l lu s tra t iv e  ex am p le  (c o n t’d ) ) :  Whenever (c (c ) .r j( r))  ^  0 (which 

implies tha t 8  =  a  =  1 ), the uncertainty decoupling problem via distributed state  

feedback is not solvable. However, since 8  =  <7 , we have tha t the matching condition 

of our robust control methodology is satisfied. Assuming th a t there exists an known 

upper bound 0 (t) on the size of the uncertain term  0 {t), such th a t |0 | <  0 (f). the 

control law of theorem 7.3 takes the form:

5 = l j ^ v J o c { : ) b i z ) d : ] ' 1 {70 (''-  H X2d:)

-  f ' c ( z )  ( ~ n ^  +  -  x 2) +  F(Ti, -  x A  dz
J  0 \  U~  P j C p !  P j C p J ' r  )

[  x 2 { = J ) d : - v  
Jo________________•2 m  f l  

I /  X 2 ( z . t ) d =  -  L’ | +  0
Jo

(7.22)

7.5 Two-time-scale hyperbolic PDE systems

In the rest of the theoretical part of this chapter, we will analyze the problem of 

robustness of the controllers of Eqs.7.13-7.19 with respect to stable unmodeled dy­

namics. This problem will be addressed within the broader context of control of 

two-time-scale hyperbolic PDE systems, modeled within the framework of singular 

perturbations. Such a formulation provides a natural setting for addressing robust­

ness with respect to unmodeled dynamics. To this end. in this section, we will derive 

two general stability results for two-time-scale hyperbolic PDE systems which will 

be used in the next section, to derive conditions that guarantee robustness of the 

controllers of Eqs.7.13-7.19 to stable unmodeled dynamics.

2 4 5
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7.5.1 T w o -tim e -sc a le  d e co m p o s itio n

We will focus on singularly perturbed hyperbolic PDE systems with the following

state-space description:
Ox Ox Oti
—  =  Au (x) —  +  A1 2 (x) —  + f i ( x )  +  Q i ( x ) r i + g l [x)b{z)u +  W l ( x ) r ( : ) 0 ( t )

Ov Ox Oti
t -Qj  =  M i { x )  —  +  A 22{ x ) q Z  +  f 2 {x)  +  Q-2 {x)t] +  g2(x)b( z)u +  W 2( x) r { z ) 0{ t )

y  =  Ch{x)
(7.23)

subject to the boundary conditions:

C n x ( a , 0  +  Ci 2x { b J )  =  Ri { t )

C2i r] (aJ)  +  C22Ti(b,t) =  R 2(t)  ̂ '

and the initial conditions:
x(c.O) =  x 0 (r)
, ( . - . 0 ) =  ( , ~ o)

where x (c .f) =  [xj(r.<) ••• xn(r .f)]T. T ] ( z J )  = [771 (r . i ) ••• 7/p( r .0 ] T. denote vec­

tors of state variables, x ( z . t )  E 7i(n)[(a. 3),  IRn], rj (z . t )  E W(n)[(a, fi). IRP], with 

a./3),IR-'] being the infinite-dimensional Hilbert space of j-dimensional vector 

functions defined on the interval [a, 3 \ whose spatial derivatives up to ?-th order

are square integrable. Axi(x), A i2(x ). A 2x(x) .  A 22(x)  are sufficiently smooth m atrices.

f i ( x ) ,  f 2{x),  g \ (x) ,  g2(x)  are sufficiently smooth vector functions.

CM1 )-Q 2 (x )' W i(x). W2 ( x ) are sufficiently smooth matrices, e is a small param eter 

which quantifies the degree of coupling between the fast and slow modes of the sys­

tem. and R\ ( t ) ,  R 2(t)  are time-varying column vectors. The following assum ption 

states that the two-time-scale system of Eq.7.23 is hyperbolic.

-4n (x)  A \ 2{x  ) 
A2i(x )  <422 ( x )

( 7 . 2 6 )

A ssu m p tio n  7 .3 : The (n +  p x n + p) matrix:

A{x)  =

is real symmetric, and its eigenvalues satisfy:

Ai(x) <  • • • < Afc(x) < 0  < A*;+i(x) <  • • • <  An+P(x) (7.27)

2 4 6
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fo r  all x  £ 'Hn[(ct, 0). IR"].

The time-scale multiplicity of the system of Eq.7.23 can be explicitly taken into ac­

count by decomposing it into separate reduced-order models associated with different
d x  dti

time-scales. Defining Cixx  =  A n (x )-— t-/,(x), C2jj] =  ——\-QXj(x)r7 . i . j  =  1 . 2 .

and setting e = 0 , the PDE system of Eq.7.23, reduces to a system of coupled partial

and ordinary differential equations of the form:

dx
—  =  Cxxx + C X2tjs + gx{x)b(z)u + W x{x)r{z)d{t)

0 =  C2\x  +  C22rjs +  g2 (x)b(z)u +  W2 (x )r(r)0 (f) ( '• -£ )

ys = Ch(x)

The solution of the ODE £ 2 iX 4- C22rjs +  g2 [x)b(z)u +  W2 (x)r(z)9(t)  = 0 subject to 

the boundary conditions of Eq.7.24 is of the form:

rj3 =  C22 ( £ 2ix + g2 {x)b(z)u + W 2 (x)r{z)0{t))  (7.29)

The slow subsystem, which captures the slow dynamics of the system of Eq.7.23.

takes the form:
dx
—  =  £x  4- G (x) 6 (r)fi 4- W (x )r(;)0 (t) 
dt  (i.30)
ys = Ch{x)

where £ x  =  Cu x -  L 2xx . G(x)  = gx{x) — £ i 2 £ 2 2  <7 2 (x), VV’(x) =  W'i(x) —

£ ^ £ 2 2  W 2 {x). Defining a fast time-scale t  =  -  and setting e =  0, the fast subsystem, 

which describes the fast dynamics of the system of Eq.7.23. takes the form:

— ■ =  C2Xx + C22r) + g2 (x)b{z)u + W 2 (x)r(z)d{t)  
dr  ( i.31)

where x , 0  are independent of time.

7.5.2 Stability results

In this subsection, we will give two basic stability results for systems of the form of 

Eq.7.23 which are im portant on their own right and will also be used in the subsequent
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sections to prove a robustness property of the controllers of Eqs.7.13-7.19 with respect 

to exponentially stable unmodeled dynamics. We will begin with the statem ent of 

stability requirements on the fast and slow subsystems. In particular, we assume that 

the fast subsystem of Eq.7.31 and the unforced (u = 6  =  0) slow subsystem of Eq.7.30 

are locally exponentially stable. Assumptions 7.4 and 7.5 th a t follow formalize these 

requirements.

A ss u m p tio n  7.4: The differential operator Cnf] generates an exponentially stable 

strongly continuous semigroup U/{t) that satisfies;

t

||C//(0 ll2 <  A>e~‘ 'e ,  < > 0  (?-32)

where K j  > 1, and aj is some positive real number.

A ss u m p tio n  7.5: The differential operator Cx generates a locally (i.e.. for x  G TC 

that satisfy | |x | | 2 <  Sx , where 6 X is a positive real number) exponentially stable strongly 

continuous semigroup Us{t) that satisfies:

I! f 3 (^) 112 < < > 0  (7.33)

where K s > 1. and as is some positive real number.

From the above assumption and using Eq.6.15. the smoothness of G(x)  and H'(a-). 

and the fact that for ||x | | 2 <  Sx. there exists a pair of positive real numbers Afi. M 2 

such th a t ||G (x ) | | 2  < M i and ||W (:r ) | | 2 < A/2, we have th a t the following estimate 

holds for the system of Eq.7.30:

Jo

+ K a r e - a--(' - r> ||W (x)r(r)||2 |0 ( r ) |d r  (7-34>
Jo

< A'a||x 0||2e~a,J +  ^ /ill“ ll +  A/2||#||

where A/j =  ^  _  AaA/2 | | r ( , ) | |2  ̂ t ^ at t ^e condition
Aj

(Uxolb) and the inputs ( u . 6 ) are sufficiently small to satisfy A's ||xo | | 2  +  A /i||u || +

‘2 4 8
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^ I l ^ l l  <  8X. Theorem 7.4 provides the main stability result of this section (the proof 

is given in the appendix F).

T h e o re m  7.4: Consider the system o f Eq.7.23 with ii =  0 . for  which assumptions 

7.5, 7.6 and 7.7 hold, and define i)j 77 — 77,. Then, there exist positive real numbers 

( I \ 3 ,a 3, Kf ,a. f ) ,  such that for  each positive real number d, there exist positive real 

numbers (<5, e*) such that i f  max{|(x0 ||2 , ll^/olk, ||0 ||, ||^ ||}  <  8  and e € (0 . e~], then, 

for all t >  0 :

IMI2 <  A a||xo||2 e-ast +  A/2 11̂ 11 +  d (7.35)
t

l k / 1 1 2  <  A V I I u l k e ' * ' !  + d  ( 7 ' 3 6 )

Theorem 7.4 establishes a robustness result of the boundedness property tha t the slow 

subsystem of Eq.7.30 possesses, with respect to exponentially stable singular pertu r­

bations, provided th a t they are sufficiently fast. Theorem 7.5 that follows establishes, 

another conceptually im portant result, namely tha t the exponential stability prop­

erty of a reduced system (consider the system of Eq.7.30 with |u| =  |#(0I =  0) is 

preserved in the presence of exponentially stable singular perturbations. The proof of 

this theorem in analogous to the one of theorem 7.4 and will be om itted for brevity.

T h e o re m  7.5: Consider the system of Eq.7.23 with |u | =  \6 (t)\ =  0, fo r  which 

assumptions 7.3. 7.4 and 7.5 hold, and define 77/ :=  77 — 77,. Then, there exist positive 

real numbers (8 , em) such that if  m a x { | | x 0 |i2-11 t? /0112} <  8  and e 6  (O.e*]. the system 

of Eq.7.23 is exponentially stable (i.e. Eqs.7.35-7.36 hold with d =  0).

7.6 Robustness with respect to unmodeled dynamics

In this section, we utilize the general stability results of the previous section to estab­

lish robustness properties of the controllers of Eqs.7.13-7.19 with respect to unm od­

eled dynamics. In particular, we use the hyperbolic singularly perturbed system  of

2 4 9
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Eq.7.23 to represent the actual process model, and we assume that the model which 

is available for controller design is the slow system of Eq.7.30. Our objective is to 

establish th a t the controllers of Eqs.7.13-7.19, synthesized on the basis of the slow 

system, are robust to unmodeled dynamics in the sense tha t they enforce approxi­

m ate uncertainty decoupling and robust disturbance rejection in the actual model of 

Eq.7.23. provided th a t the separation of the fast and slow modes is sufficiently large.

7.6.1 Robustness of uncertainty decoupling to unmodeled dynamics

In this subsection, we consider the uncertainty decoupling problem for the two-time- 

scale hyperbolic system of Eq.7.23 whose fast dynamics is stable (assumption 7.4). 

Substitution of the distributed state  feedback law of Eq.7.10 into the system of Eq.7.23 

yields:

dx
—  =  £ u x +  £ i2 r? +  $ri(i)&(.r)S(x) + gi (x)b(z)s(x)v + H '\(x)r(::)0 ( f )

=  C2\x  + C22I  + g2 (x)b(z)S(x)  + g2 {x)b{z) s (x)v+ W2 {x)r{:)6 (t) 

y = Ch(x)

From the above representation of the closed-loop system, it is clear that the control 

law of Eq.7.10 preserves the two-time-scale property of the open-loop system and 

guarantees th a t the system of Eq.7.37 has a well-defined solution. Performing a two- 

time-scale decomposition on the system of Eq.7.37. the closed-loop fast subsystem 

takes the form:

=  £ 21x +  C22T} + g2 {x)b{z)S{x)  +  0 2 (x ) 6 (.:).s(x)u -f lT2 (x )r(c)0 (f) (7.38)
O T

where x, 6  are independent of time. From the representation of the closed-loop fast 

subsystem it is clear tha t the control law of Eq.7.37 preserves the exponential stability 

property of the fast dynamics of the closed-loop system. The closed-loop slow system

2 5 0
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y3 = Ch{x)

For the system of Eq.7.39 it is straightforward to show that the result of proposition 

7.1 holds, which suggests requesting an inpu t/ou tpu t response of the form of Eq.7.12 

in the closed-loop reduced system.

Theorem 7.6 tha t follows establishes a robustness property of the solvability con­

dition of the uncertainty decoupling problem (a < 8 ) and the inpu t/ou tpu t response 

of Eq.7.12 with respect to  stable, sufficiently fast, unmodeled dynamics (the proof of 

the theorem is given in the appendix F).

T h e o re m  7.6: Consider the system of Eq.7.23 fo r  which assumptions 7.3 and 7-4

hold, under the controller o f  Eq.7.13. Consider also the slow subsystem o f  Eq.7.30 

and assume that the condition a  < 8  and the stability conditions o f theorem 7.2 hold. 

Then, for each positive real number d, there exist positive real numbers ( 6 .e*) such 

that i f  max{||aro||2, \\VhW2 , | | 0 ||< | | 0 ||} < 8  and e €  (0 ,e ‘j. then:

a) the state o f the closed-loop system is bounded, and

b) the output of the closed-loop system satisfies fo r  all t > 0 :

y t{ i ) =y ' a{t) + d, i = l . . . . , /  (7.40)

where y ls( t ) are the solutions o f  Eq.7.12.

R e m a rk  7.10: Referring to the above theorem, note that we do not impose any 

assumptions on the way the uncertain variables 0  enter the actual process model of 

Eq.7.23 (i.e. the condition a  < 8  has to be satisfied only in the slow subsystem 

of Eq.7.30). This is achieved at the expense of the controller of Eq.7.13, which 

is synthesized on the basis of the slow subsystem of Eq.7.30. enforcing a type of 

approxim ate uncertainty decoupling in the actual process model, in the sense that 

the discrepancy between the ou tpu t of the actual closed-loop system and the  ou tpu t of

2 5 1
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the closed-loop reduced system (which is independent of 0 ) can be m ade smaller than 

a given positive number d (possibly small) for all times, provided th a t e is sufficiently 

small (Eq.7.40).

7.6.2 Robust control: uncertain variables and unmodeled dynamics

In this subsection, we consider the robust uncertainty rejection problem for two-time-

scale hyperbolic systems of the form of Eq.7.23 with stable fast dynamics. Under a

control law of the form of Eq.7.17, the closed-loop system takes the form:

d x  - -
—  =  Cu x  +  Cl2T] + 5 i ( i ) 6 (z)[5 (.t) +  s(x)u +  TZ{x,t)} +  lUi(or)r(r)0(O

=  C2\x  + C22 T)+g2 {x)b{z)[S{x) + s{x)v + ii{x , t)} - \ -W 2 {x)r{:)d(t)

y =  Ch(x)

The fast dynamics of the above system  is exponentially stable and the  reduced system

takes the form: 

d x
—  =  +  G ( i ) 4 ( : ) [ 5 ( i ) +  j ( i ) v  +  R ( i .  t)] +  W’( i ) r ( : ) J ( t )

ys =  Ch{x)

Theorem  7.7 that follows establishes a robustness property of the controller of Eq.7.19 

to sufficiently fast unmodeled dynamics (the proof is given in the appendix F).

Theorem  7.7: Consider the system of Eq.7.23 for  which assumptions 7.3 and 7.J 

hold, under the controller o f Eq.7.19. Consider also the slow subsystem o f Eq.7.30 and 

suppose that assumption 7.2 and the stability conditions of theorem 7.2 hold. Then, 

fo r  each positive real number d. there exist positive real numbers (6 , <f>m) such that 

i f  m ax{||xo ||2 , ll^/olk, ||0||* 11̂ 11} 5: b. <t> € (0, <Z>“] . there exists a positive real number 

e~(<p) such that if

m ax{||x0||2. Ih/olh, ||0 ||, ||0 ||} <  S, o E (0 , d*], and e 6  (O.e*(0 )]f then: 

a) the state o f the closed-loop system is bounded, and
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b) the output o f  the closed-loop system  satisfies:

lim [y1 — r ' |  <  d. i =  1 ___ , 1
i —* CO

(7.43)

R e m a rk  7.11: Regarding the result of the above theorem, a few observations are.in 

order: i) no matching condition is imposed in the actual process model of Eq.7.23. ii) 

the dependence of e* on o is due to the presence of <j> on the closed-loop fast subsystem, 

and iii) a bound for the output error, for all times (and not only asymptotically as 

in Eq.7.43) can be obtained from the proof of the theorem  in terms of the initial 

conditions and d.

R e m a rk  7.12: Whenever the open-loop fast subsystem of Eq.7.31 is unstable, i.e. 

the operator £ 2 2*7 generates an exponentially unstable semigroup, a preliminary dis­

tribu ted  state feedback law of the form:

u =  T tj + u (7.44)

can be used to stabilize the fast dynamics, under the assumption tha t the pair 

[ £ 2 2  g2 {x)b{z)] is stabilizable. yielding thus a two-time-scale hyperbolic system for 

which assumption 7.7 holds. The design of the gain operator T  can be performed 

using for example standard optimal control methods [Bal83].

7.7 Application to a fixed-bed reactor

Consider a fixed-bed reactor where an elementary reaction of the form A —* B  takes 

place, shown in Figure 7.2. The reaction is endothermic and a jacket is used to heat 

the reactor. Under the assumptions of perfect radial mixing, constant density and 

heat capacity of the reacting liquid, and negligible diffusive phenomena, a dynamic 

model of the process can be derived from m aterial and energy balances and has the

2 5 3
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C A 0  • T a O CA (1,0, T (1,0

F i g u r e  7 . 2 :  A  n o n i s o t h e r m a l  f i x e d - b e d  r e a c t o r .
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form:

d T  d T ____________ _ ^  r -
^Cp6—  = - p j c p f v i - j p  + (~AH)k0e RTCA + -~-(Tj  -  T )

E  ^‘ '4o)
_dCA dC A ,e-^— =  kQe til CA

at dz
subject to the initial and boundary conditions:

CU((U) =  CUo . C 4(r.0)  =  C 4j(r)

T(0, t )  = TAo. T ( z . 0 ) = Ts(z) 

where C A denotes the concentration of the species .4. T  denotes the tem perature 

in the reactor, e denotes the reactor porosity, pt,. cpb denote the density and heat 

capacity of the bed, pj ,  Cpj denote the density and heat capacity of the fluid phase. 

vi denotes the velocity of the fluid phase. Uw denotes the heat transfer coefficient. Tj 

denotes the spatially uniform tem perature in the jacket. Vr denotes the volume of the 

reactor. k o . E . A H  denote the pre-exponential factor, the activation energy, and the 

enthalpy of the reaction, CA0, TAq denote the concentration and tem perature of the 

inlet stream , and CAl( z ) . Ts(z) denote the steady-state profiles for the concentration 

of the species A and tem perature in the reactor.

The main feature of fixed-bed reactors is that the reactant wave propagates through 

the bed with a significantly larger speed than the heat wave, because the exchange of 

heat between the fluid and packing slows the thermal wave down [SF70]. Therefore, 

the system  of Eq.7.45 possesses an inherent two-time-scale property, i.e., the concen­

tration dynamics are much faster than the tem perature dynamics (this fact was also 

verified through open-loop simulations). This implies that CA is the fast variable, 

while T  is the slow variable. In order to obtain a singularly perturbed representation 

of the process, where the partition to fast and slow variables is consistent with the 

dynamic characteristics of the process, the singular perturbation param eter e was 

defined as:

e =  -------  (7.46)PfCpf
2 5 5
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Setting t =  ------ . x = T . Tj = C the svstem of Eq.7.4o can be w ritten in the
PbCpb

following singularly perturbed form:

* * r  
%  =  - p j c pfv af z + { - ± H ) k 0e- Rxr1+ if V J - x )

dr} dy
‘m = ~v,Tz 'n

(7.47)

The values of the process parameters are given in table 7.1. It was verified tha t they

correspond to a stable steady-state for the open-loop system. The control problem

considered is the one of controlling the tem perature of the reactor (which is the

variable that essentially determines the dynamics of the process) by m anipulating

the jacket tem perature. Notice that Tj is chosen to be the manipulated input with

the understanding that in practice its m anipulation is achieved indirectly through

m anipulation of the jacket inlet flow rate (for more details see the discussion in remark

7.14). The enthalpy of the reaction is considered to be the main uncertain variable.

Assuming that there is available one control actuator w ith distribution function 6 (c) =

1 and defining u =  T} — T js , y = [  xdz. 6  =  A H  — A H 0. we have from Eq.7.47:
Jo

E  E
d x ...................  , Uu._ , „dx

dt
P f C p f V i

dy dy
Cdt - VlT= ~

y  = [ ' x d z
Jo

(7.4S)

Performing a two-time-scale decomposition of the above system, the fast subsystem 

takes the form:

|
t

where f  =  -  and the x in the above system depends only on the position r . From 

the system of Eq.7.49. it is clear that the fast dynamics of the system of Eq.7.48 are
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t'l — 3 0 . 0 m h r ' 1
. i ; = 1 .0 m 3

£ ~ 0 . 0 1
L = 1 .0 m
E = 2 . 0  x  1 0 4 kcal kmol~ 1

ko = 5 . 0  x  1 0 12 h r ' 1
R — 1 . 9 8 7 kcal k m o l ' 1 K ' 1
A t f o — 3 5 4 8 0 . 1 1 1 kcal k m o l '1
cpJ = 0 . 0 2 3 1 kcal k g ' 1 K ' 1
P! = 9 0 . 0 kg m~3
C m — 5 0 0 . 0 kcal h r ' 1 K ' 1
c A0 — 4 . 0 kmol m~3
Tao = 3 2 0 . 0 K

T a b l e  7 . 1 :  P r o c e s s  p a r a m e t e r s  a n d  s t e a d y - s t a t e  v a l u e s
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exponentially stable uniformly in x\ and thus they can be neglected in the  controller 

design. Setting e =  0. the model of Eq.7.48 reduces to a set of a partia l and an 

ordinary differential equation of the form:

dx  dx U U .  -  —
=  -PfCp/i ' t— + ( - A H 0 )kQe Rxt j  +  -~r(TJS -  x) +  -^-u  +  k0exp Rx t j O'  

drj -  —  
0 =  - v i — - k 0e R xt)

(7.50)

The structure of the ordinary differential equation allows an analytic derivation of its 

solution subject to the boundary condition y{0, t )  =  CAo(t). which is of the form:

E_
k0Jo e R x d z  (T 51)

tj(z ) = CA0e vi

Substituting Eq.7.51 into Eq.7.50. the following reduced system can be obtained:

E_
P k0 / exp R x d z

dx  dx  - —  — —---------------
-q= =  -p/C p/t'i—  +  { - A H 0 )k0e R x C AQexp vi

E_
g  k0 / exp R x  dz

U . U , - —  — —-----------------
+  T r ( T JS -  x)  + — u + kQexp R x  CA0exp vi 9

V r  * r

ys =  /  xdz
Jo

The above system is clearly in the  form of Eq.7.1 and a straightforward calculation of 

the time-derivative of the ou tpu t yields that the characteristic indices of the  output y 

with respect to the manipulated input u and the uncertain variable 9 are a  =  8  =  1 . 

This implies tha t it is not possible to decouple the effect of 9 on y via distributed 

sta te  feedback, and a robust controller of the form of Eq.7.19 should be synthesized 

to attenuate the effect of 9 on y (this is possible because the m atching condition, 

assumption 7.4. holds for the system of Eq.7.52). Moreover, it was verified through

2 5 8
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simulations that the  zero dynamics of the system of Eq.7.5'2 are locally exponentially 

stable. The explicit form of the controller of Eq.7.19 is:

d  —70 ( U ~  L  XdZ) ~ L  ^~pfCpfVl' ^  +  (_ -^#oK'oexp Rxu = Vr_
Uw

_E_
Icq /  e x p  R x  d z  

Jo___________
U

•C A0exp v‘ +  —- { T ia -  x) )dz  -  K( t )  -b
* r

f b x{z . t )dz  —
J  a___________

E_
£  k0 J  exp R ^  dz

f  x ( z . t )dz  — t’| +  o
J  a

(7.53)

where I \ ( t )  =  26 f  -jt— exp R x C Aoexp v‘ dz. A time-varying uncer-
Jo Ls

taintv was considered expressed by a sinusoidal function of the form:

6  =  0.5(—A H 0 )sin(t)  (7.54)

The upper bound on the uncertainty was taken to be 0 =  0.5 |(—A H 0)\. In this 

application, the value of the singular perturbation param eter is fixed i.e. t =  0 .0 1 . 

From theorem 7.6. it is clear that for a given value of e*, there exists a lower bound 

on the level of asym ptotic attenuation d tha t can be achieved. We performed a set of 

computer simulations (for the regulation problem) to calculate <j)m for certain values 

of d . and. in turn , the value of e* for o <  d>“. The following set of parameters were 

found to give an e" <  0 . 0 1  and used in the simulations :

')o = 0.2. <p =  0.1 (7.55)

to achieve an ultim ate degree of attenuation d =  0.5.

Two simulation runs were performed to test the regulatory, set-point tracking and 

uncertainty rejection capabilities of the controller. In both runs, the process was 

initially (t =  0.0 m i n ) assumed to be at steady-state. In the first simulation run,
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vve tested the regulatory capabilities of the controller. Figure 7.3 shows the closed- 

loop output and m anipulated input profiles, while Figure 7.4 displays the evolution 

of the tem perature profile throughout the reactor. Clearly the controller regulates 

the output at the operating steady-state compensating for the effect of uncertainty 

and satisfying the requirements lim bec |y — u| <  0.5. For the sake of comparison, 

we also implemented the same controller without the term which is responsible for 

the compensation of uncertainty. The output and m anipulated input profiles for 

this simulation run are given in Figure 7.5. It is obvious that the controller cannot 

a ttenuate  the effect of the uncertainty on the output of the process, leading to poor 

transient performance and offset. In the next simulation run, we tested the output 

tracking capabilities of the controller. A 6 .6 /v increase in the value of the reference 

input was imposed at tim e t =  0.0 hr. The output and m anipulated input profiles 

are shown in figure 7.6. It is clear tha t the controller drives the output y to its new 

reference input value, achieving the requirement limt—oo \y — v| <  0.5. Figure 7.7 

shows the output and manipulated profiles in the case of using the sam e controller 

without the term  which is responsible for the compensation of uncertainty. Clearly, 

the performance is very poor. From the results of the simulation study, we conclude 

th a t there is a need to compensate for the effect of the uncertainty as well as that 

the proposed robust control methodology is a very efficient tool for this purpose.

R e m a rk  7.13: The reduction in the dimensionality of the original model of the 

reactor using the fact that the process exhibits a two-time-scale property eliminates 

the need for using measurements of the concentration of the species .4 in the controller 

of Eq.7.53. which greatly facilitates its practical implementation.

R e m a rk  7.14: Regarding the practical implementation of the robust distributed 

controller of Eq.7.53, we note that the m anipulated variable 7j cannot be manipu­

lated directly, but indirectly through m anipulation of the jacket inlet flow rate. To
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262

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



330 r

!\
3 2 0

! \

3 1 0  f-

^  :
“ oi-

2 9 0  h

2 8 0  r

2 7 0 '
0  Q.1 0 .2  0 .3  0 .4  0 .5  0 .6  0 .7  0 .8  0 .9

Time (hr)
0  ̂ , ,--------------------------

;! i i
-20 hi

- 4 0  h

- 8 0

-100

- 1 2 0
0 .4  0 .5  0 .6  0 .7  0 .8  0 .9

Time (hr)

F i g u r e  7 . 5  C l o s e d - l o o p  o u t p u t  a n d  m a n i p u l a t e d  i n p u t  p r o f i l e s  f o r  r e g u l a t i o n  ( n o  u n c e r t a i n t y  c o m ­

p e n s a t i o n )  2 g 3

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



ws
 

<K
) 

>
'K

>

333

331 V

3301-

II

3 2 7 ! /

(
Time (hr)

1 2 0

100

40-

0 .2  0 .3  0 .4  0 .5  0 .6  0 .7  0 .6  0 .9
Time (hr)

F i g u r e  7 . 6 :  C l o s e d - l o o p  o u t p u t  a n d  m a n i p u l a t e d  i n p u t  p r o f i l e s  f o r  r e f e r e n c e  i n p u t  t r a c k i n g .

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



330 j-

i '
3 1 0 1- \

; \

2 9 0  (-

280}-

2 7 0
0 .2  0 .3  0 .4  0 .5  0 .6  0 .7

Time (hr)
0 .9

- 4 0  h \

- 6 0

- 8 0

-100

-120
0 .2  0 .3  0 .4  0 .5  0 .6  0 .7  0 .8  0 .9

Time (hr)

F i g u r e  7  7  C l o s e d - l o o p  o u t p u t  a n d  m a n i p u l a t e d  i n p u t  p r o f i l e s  f o r  r e f e r e n c e  i n p u t  t r a c k i n g  ( n o  

u n c e r t a i n t y  c o m p e n s a t i o n ) .
2 6 5

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



this end, a controller should be designed based on an ODE model that describes the 

jacket dynamics, tha t operates in an internal loop to m anipulate the jacket inlet flow 

rate  to ensure tha t the jacket tem perature obtains the values computed by the dis­

tributed  robust controller (see subsection 6.7.4 for a detailed discussion on this issue). 

Of course, when such a controller is used, a slight deterioration of the closed-loop per­

formance and robustness obtained under the assumption tha t Tj  can be manipulated 

directly, will occur.

7.8 Conclusions

In this chapter, we considered systems of first-order hyperbolic PDEs with uncer­

tainty, for which the m anipulated input and the controlled ou tpu t are distributed in 

space. Both uncertain variables and unmodeled dynamics were considered. In the 

case of uncertain variables, we initially derived a  necessary and sufficient condition 

for the solvability of the problem of complete elimination of the  effect of uncertainty 

on the output via distributed feedback as well as an explicit controller synthesis for­

mula. Then, assuming tha t there exist known bounding functions tha t capture the 

m agnitude of the uncertain term s and a matching condition is satisfied, we synthe­

sized. using Lyapunov's direct method, a distributed robust controller that guaran­

tees boundedness of the sta te  and asymptotic output tracking with arbitrary degree 

of asym ptotic attenuation of the effect of uncertain variables on the output of the 

closed-loop system. In the presence of uncertain variables and unmodeled dynamics, 

we established that the proposed distributed controllers enforce approxim ate uncer­

tainty decoupling or uncertainty attenuation in the closed-loop system as long as the 

unmodeled dynamics are stable and sufficiently fast. A nonisotherm al fixed-bed re­

actor with unknown heat of the reaction was used to illustrate the application of the 

proposed control method. The fact tha t the reactant wave propagates through the
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bed faster than  the heat wave was explicitly taken into account, and the original model 

of the process, which consists of two quasi-linear hyperbolic PDEs th a t describe the 

spatio-tem poral evolution of the reactant concentration and the reactor tem perature, 

was reduced to one quasi-linear hyperbolic PDEs that describes the  evolution of the 

reactor tem perature. A distributed robust controller was then designed on the basis 

of the reduced-order model to enforce output tracking and com pensate for the effect 

of the uncertainty. Computer simulations were used to evaluate the performance and 

robustness properties of the controller.
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N otation

R om an Letters

= matrices
6‘(_~) = smooth function of z
c‘(-~) = smooth function of z
C.40 = inlet concentration of the species A
Cm = concentration of the species A in lateral stream
C i ,C 2 = constant matrices
C A = concentration of the species A
&pb = heat capacity of the bed
CPf = heat capacity of the fluid phase
E = activation energy
/ i  /i-  h = vector fields
F = lateral inlet flow rate
9 i9\'.92 = vector fields associated with the m anipulated variable
h = controlled output scalar field
ko = pre-exponential constant
I = total number of control actuators
Q 11Q2 = sufficiently smooth matrices
Tao = inlet tem perature of the fluid in the reactor
Tai = tem perature of lateral stream
T = tem perature of the reactor
Tj = tem perature of the jacket
t = tim e
Ew = heat transfer coefficients
u = m anipulated variable
u = m anipulated input vector
iV = i-th m anipulated input
v; = volume of the reactor
V = external reference input vector
I’1 = external reference input for the i-th actuator
Vi = fluid velocity
W. Wj, H- 2 = sufficiently smooth matrices
X = vector of state variables
y,y» = controlled outputs
~ = spatial coordinate
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G reek Letters

q =  boundary of the spatial domain
8  =  boundary of the spatial domain
7 k =  adjustable param eters
A H  = enthalpy of the reaction
7  =  observer state vector
S' = characteristic index of y ‘ with respect to  9l
5 =  characteristic index of y with respect to 9
9 =  vector of uncertain variables
Pb = density of the bed
pj  =  density of the fluid phase
crl =  characteristic index of y‘ with respect to u ‘
<7 =  characteristic index of y with respect to  u

M ath Sym bols

C ' = bounded linear operator
H infinite dimensional Hilbert space
L f h Lie derivative of a scalar field h with respect to the vector field f
L)h = k-th order Lie derivative
LgL j~ l h = mixed Lie derivative
s . s . n nonlinear functionals
JR = real line
IR>o = positive real line
1R* = i — dimensional Euclidean space
€ = belongs to
T = transpose
h i standard Euclidean norm
II " 112 = 2-norm \ n H

(•• -)lRn = inner product in IRn
ll l̂l — ess.sup.{|0(<)|, t >  0}. where 9 : IR>0 —► IR”1 is any 

measurable function
«(<) = signal defined on [0. T)
U T == signal defined on [0, oo), given by uT(t) =  u(t) i f  t € [0, r], 

and uT(t) = 0 i f  t 6 (r, oo)
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C hapter 8

Feedback Control o f Parabolic  

P D E  System s

8.1 Introduction

Parabolic PDE systems arise naturally as models of diffusion-convection-reaction pro­

cesses [RaySl] and typically involve spatial differential operators whose eigenspectrum 

can be partitioned into a finite-dimensional slow one and an infinite-dimensional sta­

ble fast one [Fri76, Bal79]. This implies tha t the dynamic behavior of such systems 

can be approxim ately described by finite-dimensional systems. M otivated by this, 

the standard  approach to the control of parabolic PDEs involves the application of 

Galerkin's m ethod to the PDE system to derive ODE systems tha t describe the dy­

namics of the dominant (slow) modes of the PDE system, which are subsequently 

used as the  basis for the synthesis of finite-dimensional controllers [Bal79. RaySl]. 

However, there are two key controller implementation and closed-loop performance 

problems associated with this approach. First, the number of modes th a t should be 

retained to  derive an ODE system that yields the desired degree of approxim ation 

may be very large, leading to high dimensionality of the resulting controllers [GR95].
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Second, there is a  lack of a systematic way to characterize the discrepancy between the 

solutions of the PD E system and the approxim ate ODE system in finite tim e, which is 

essential for characterizing the transient performance of the closed-loop PD E system.

A natural framework to address the problem of deriving low-dimensional ODE 

systems that accurately reproduce the solutions of dissipative PDEs is based on the 

concept of inertial manifold (IM) (see [TemSS] and the references therein). An IM 

is a positively invariant, finite-dimensional Lipschitz manifold, which a ttrac ts  every 

trajectory exponentially. The dynamics of a parabolic PDE system restricted on the 

inertial manifold is described by a set of ODEs called the inertial form. Hence, sta­

bility and bifurcation studies of the infinite-dimensional PDE system can be readily 

performed on the basis of the finite-dimensional inertial form [TemSS]. However, 

the explicit derivation of the inertial form requires the computation of the analytic 

form of the IM. Unfortunately. IMs have been proven to exist only for certain classes 

of PDEs (for example Kuramoto-Sivashinsky equation and some diffusion-reaction 

equations [TemSS]). and even then it is almost impossible to derive their analytic 

form. In order to overcome the problems associated with the existence and construc­

tion of IMs, the concept of approximate inertial manifold (AIM) has been introduced 

[FST89, F JK +S9] and used for the derivation of ODE systems whose dynamic behav­

ior approximates the one of the inertial form.

In the area of control of nonlinear parabolic PDE systems, few papers have ap­

peared in the literature dealing with the application of IM for the synthesis of finite­

dimensional controllers. In particular, in [SK95] the problem of stabilization of a 

parabolic PDE with boundary finite-dimensional feedback was studied; a  standard 

observer-based controller augmented with a residual mode filter [Bal91] was used to 

induce an inertial manifold in the closed-loop system, and thus reduce the stabiliza­

tion problem for the PDE system to a stabilization problem for the finite-dimensional 

inertial form. In [BGS95]. the theory of inertial manifolds was utilized to determ ine
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the extent to which linear boundary proportional control influences the dynamic and 

steady-state response of the closed-loop system.

In this paper, we introduce a methodology for the synthesis of nonlinear finite­

dimensional ou tpu t feedback controllers for systems of quasi-linear parabolic PDEs. 

Singular perturbation  methods are initially employed to establish tha t the discrepancy 

between the solutions of an ODE system of dimension equal to the number of slow 

modes, obtained through Galerkin's method, and the PDE system is proportional to 

the degree of separation of the fast and slow modes of the spatial operator. Then, 

a procedure, m otivated by the theory of singular perturbations, is proposed for the 

construction of AIMs for the PDE system. The AIMs are used for the derivation of 

ODE systems of dimension equal to the num ber of slow modes, tha t yield solutions 

which are close, up to  a desired accuracy, to the ones of the PDE system, for almost all 

times. These ODE systems are used els the basis for the synthesis of nonlinear output 

feedback controllers th a t guarantee stability and enforce the output of the closed- 

loop system to follow upto a desired accuracy, a prespecified response for almost all 

times. The proposed control methodology is implemented, through simulations, on a 

packed-bed reactor.

8.2 Prelim inaries

We consider quasi-linear parabolic PDE systems of the form:

y l = j z c '[z)kxdz , i = 1......... /

subject to the boundary conditions:

(S .l)

dx
C xx{a ,t)  + D x— {*A)  =  R x 

az
dx

CiX((}. t) -(- Z)2^y(/3, t) =  R 2
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and the initial condition:

x(r.O) =  x0(r) (8.3)

where x{z ,t)  =  [x ^ c .f)  ••• xn( ; .f ) ]T denotes the vector of state  variables, [a. J] C

IR is the domain of definition of the process, r  € [a, 0\ is the spatial coordinate.

t € [O.oo) is the tim e, u =  [u1 u2 ••• u,]T 6 IR/ denotes the vector of manipulated
dx  d2x

inputs, and y ‘ G IR denotes a controlled output. — . -r-r denote the first- and
dx d z 1

second-order spatial derivatives of x. f ( x )  is a vector function, w .k  are constant 

vectors. A . B , C \ , D \ . C i . D i  are constant matrices, R 1 . R 2 are column vectors, and 

xo(-) is the initial condition. b(z) is a known smooth vector function of c of the form 

b(z) =  [6X(::) b2(z) ••• &*(::)], where b'(z) describes how the control action u‘{t) is 

distributed in the interval [r:-.cI+i] C [o r,/?]. and c'(z) is a known smooth function 

of z which is determ ined by the desired performance specifications in the interval 

[r, .rt+1]. Whenever the control action enters the system  at a single point r0- with 

~o € [c,, cI+i] (i.e. point actuation), the function b'(z) is taken to be nonzero in a finite 

space interval of the form [x0 — e, z0 +  e]. where e is a small positive real number, and 

zero elsewhere in [r,, r,+i]. Throughout the paper, we will use the order of m agnitude 

notation 0{e). In particular, 6(e) =  0[e) if there exist positive real numbers ki and 

h'2 such that: |6(e)| <  ky\e\ . V |e| < fo.

We formulate the system  of Eqs.8.1-S.‘2-8.3 in a Hilbert space H([a, /?], IRn), with 

7i  being the space of n-dimensional vector functions defined on [a, /2] tha t satisfy the 

boundary condition of Eq.8.2. with inner product and norm:

f*3(u.’i . )  =  /  (u,’i ( r ) . u ; 2 ( c ) ) R " d r
(b.4)

l l^i 112 =  ( w i ^ i ) J

where are two elem ents of 7 f([a ,/?]; IR") and the notation (•.•)lRn denotes the

standard inner product in IR". Defining the state function x on 7i([a, /3], IR") as

x[t)  =  x ( z , t ) , t  > 0. (8.5)
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the operator A  in H([a, IRn) as:

dx  d^x
*  -  A T :  + B 3 ? -

x  € D (A)  =  [ x  € W([a../3]:IRn): C ix (a) +  £ > i|^ (a )  =  R u  (S.6)

C2x ( 0 )  +  £>2|^ ( /? )  =  .ft2

and the input and output operators as:

Bu  =  ivbxi, Cx =  [c, lex) (S.7)

where c =  [c1 c2 • • • c*]. the system of Eqs.8.1-8.2-8.3 takes the form:

x =  A x  + Bu + f ( x )

y = Cx (S.S)

x(0) =  x0

where f ( x ( t ) )  =  f ( x ( z , t ) )  and x0 =  x0(r). We assume that the nonlinear term f ( x )  

satisfies /(0 )  =  0 and is also locally Lipschitz continuous i.e.. there exist positive real 

numbers a0,Ko  such that for any x i .x 2 € H  th a t satisfy m ax { ||x i||2. ||x 2||2} <  a0. 

we have that:

|| / ( x i )  -  / ( x 2) ||2 <  Ao||xi -  x2112 (S.9)

For A .  the standard eigenvalue problem is of the form:

A<f>j =  j  = 1 oo (S.10)

where \ j  denotes an eigenvalue and <pj denotes an eigenfunction; the eigenspectrum

of A . <x(A), is defined as the set of all eigenvalues of A ,  i.e. a{A )  =  {Aj, A2, . . . , } .

Assumption S.l that follows states our hypotheses for the properties of cr(A).

Assum ption 8.1:

1. Re <  Re A2 <  • • • <  Re X} < • ■ •, where Re Xj denotes the real part of Xj.

2 7 4
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2. <t{A) can be partitioned as <r(A) =  (?\{A) + cr2{A), where cr-i(A) consists o f the

first m  (with m  finite) eigenvalues, i.e. cri(A) =  {At  Am}. and 0 (  - j - ■—- )  =
Rc Att!

0 ( 1).

3. Re Am+1 >  0 and |Re Xx | < <  Re Am+i .

Assumption S.l states that the eigenspectrum of A  can be partitioned into a finite­

dimensional part consisting of m  slow eigenvalues, cri(A) =  {Ai Am}. and a

stable infinite-dimensional part containing the remaining fast eigenvalues. c r 2 ( . 4 )  =

{^m+1......... }, and that the separation between slow and fast eigenvalues of A  is

large. The assumption of finite number of unstable eigenvalues is always satisfied 

for parabolic PDEs [Fri76], while the existence of only a few dom inant modes that 

capture the dom inant dynamics of a parabolic PDE system is well-established for the 

m ajority of diffusion-convection-reaction processes (see for example the applications 

in the book [RaySl] and the packed-bed reactor example studied in [CD96f]).

Assumption S.l guarantees [Fri76] th a t A  generates a strongly continuous semi­

group of bounded linear operators U(t)  which implies that the generalized solution 

of the system  of Eq.S.S is given by:

x = U{t)x0 + [  U(t  — s)(Bu(s)  + f ( x( s ) ) )ds  (S.11)
Jo

L'{t) satisfies the following growth property:

||t '(0 ll2  < A \e a,(. V t >  0 (S.12)

where I \ \ ,a i  are positive real numbers, with A'j > 1 and ai >  Re A]. If ai is 

strictly negative, we will say that A  generates an exponentially stable semigroup 

U(t).  Throughout the manuscript, we will focus on local exponential stability, and 

not on weak (asym ptotic) stability [Fri76], because of its robustness to bounded per­

turbations (e.g. uncertain variables, disturbances), which are always present in most 

practical applications [Bal91].

2 7 5
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We will now review the application of Galerkin's method to the system  of Eq.S.S 

to derive an approximate finite-dimensional system. Let H 4. H j  be modal subspaces

of A . defined as H ,  =  span{<px,(p2  <pm} and H f  =  span{om+1.o m+2___.} (the

existence of H s, H f  follows from assumption 1). Defining the orthogonal projection 

operators P3 and Pj such tha t x 3 =  P3x. x j  = P jx .  the state x  of the  system  of 

Eq.S.S can be decomposed as:

x  =  x s +  x j  =  P3x  +  Pjx  (S.13)

Applying P3 and Pj to the system of Eq.S.S and using the above decomposition for

x , the system of Eq.S.S can be equivalently written in the following form: 

dx
—̂  =  A sx s +  Bsu +  f s{x3, x f ) 

dx f
=  A j x j + BfU + f f { x „ X f )  (S.14)

y =  Cx3 + C x j  

xa(0) =  / 3sx(0) =  Psx 0, x /(0) =  Pfx(O) =  P /x0

where A s =  P3A P 3, Bs = PSB, f ,  = P3f .  A j  = P j A P f , Bf  =  Pf B and f /  = P / f  and
dx j

the notation is used to  denote th a t the state  x j  belongs in an infinite-dimensional

space. In the above system, ,4s is a diagonal m atrix of dimension m  x m  of the form

A s =  d iag{ \j} .  f 3{x3,Xf )  and f f ( x 3.Xf )  are Lipschitz vector functions, and A j  is an

unbounded differential operator which generates a strongly continuous exponentially

stable semigroup (following from part 3 of assumption 1 and the selection of 'H3,'Hj ).

Neglecting the fast modes, the following finite-dimensional system is derived:

dx
—  =  A , x , + B , u  + f ,{ x „  0) (g i5 )

Vs =  Cx3

where the subscript .s in y3 denotes tha t the output is associated with the  slow sys­

tem . The above system can be directly used for controller design employing standard 

control methods for ODEs [Bal79. RaySl, CC92].

R e m a rk  8.1: We note th a t the large separation of slow and fast modes of the spatial

2 7 6
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operator in parabolic PDEs ensures th a t a controller which exponentially stabilizes the 

closed-loop ODE system, also stabilizes the closed-loop infinite-dimensional system 

[Bal79]. This is in contrast to the application of this approach to hyperbolic PDEs 

where the eigenmodes cluster along nearly vertical asymptotes in the complex plane 

and thus, the controller has to be modified to compensate for the destabilizing effect 

of the residual modes [Bal91].

R e m a rk  8.2: W henever the eigenfunctions Oj of the operator A  can not be calculated 

analytically, available identification schemes for the estim ation of the eigenfunctions 

and the adjoint eigenfunctions of A , (see for example [CC92]), that utilize numerical 

experiments, can be employed to approxim ately calculate them. In this case, the 

interconnection of Eq.8.14 will take the form

dX S A A „ .
^  X  j  +  -f* /s(Xj, X  j  )

— ■ =  A f , x s  +  A / X f  +  B f U  +  / / ( £ . ,  X/ )  (S.16)

y  =  C x ,  +  C x j

where A sj  =  P3A P / a A / s =  P j A P are bounded operators, and the terms A , / x j , A j sx s 

represent the modeling errors resulting from the use of approximate eigenfunctions

of A  in the subspaces Hs. H j  instead of the exact ones, and constitute interactions

between the x s  and x j  subsystems.

8.3 A ccuracy of ODE system  derived via  Galerkin’s m ethod

In this section, we establish, using singular perturbation methods, that if the infinite­

dimensional ^/-subsystem  of the system of Eq.8.14 is stable and the finite-dimensional 

system of Eq.8.15 is also stable, then the system of Eq.8.14 is stable and the discrep­

ancy between the solution of the i a-subsystem of the system of Eq.8.14 and the 

solution of the system of Eq.8.15. is proportional to the spectral separation of the 

slow and fast eigenvalues.

2 7 7
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Defining e =  j/^6 , the  system of Eq.8.14 can be w ritten in the following form:
He Am+i

i, AjXs 4* Bau -F f s(xs. £/ )

ex,  ( S - 1 7 )

=  A f tx j  + eBfU + e f f { x a. x f ) 

where A j c is an unbounded differential operator defined as A / c = eA/. Since t <C 1 

(following from assum ption 8.1, part 3) and the operators A s, A f ( generate semigroups 

with growth rates which are of the same order of m agnitude, the system of Eq.S.17 

is in the standard singularly perturbed form, with x s being the slow states and x j  

being the fast states.
t

Introducing the fast time-scale r  =  -  and setting e =  0, we obtain the following 

infinite-dimensional fast subsystem from the system of Eq.8.17:

^  =  A „ x j  (S-1S)

From the fact tha t Re  Am+1 >  0 and the definition of e. we have that the above 

system is globally exponentially stable. Setting e =  0 in the system of Eq.S.17 and 

using the fact th a t the  inverse operator A / C~l exists and is also bounded (it follows 

from the fact tha t zero is in the resolvent of A j c). we have that:

x f =  0 (S.19)

and thus the finite-dimensional slow system takes the form:

dx
—y =  A ,x a + Bau + f s{xs, 0) (8.20)
at

We note that the above system is identical to the one obtained by applying the 

standard Galerkin s m ethod to the system of Eq.8.8, keeping the first m ODEs and 

completely neglecting the a:/-subsystem. Assumption 8.2 th a t follows states a stability 

requirement on the system  of Eq.8.20.

A ssu m p tio n  8.2: The finite-dimensional system of Eq.8.20 with u(t) — 0 is expo­

nentially stable i.e., there exist positive real numbers ( K 2 , 0 2 , 0 4 ), with a+ > A’2  > 1

2 7 8
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such that fo r  all x s €  7 is tha t sa tis fy  |xs| <  a4. the fo llow ing  bound holds:

k-(O I <  A'2e-°J‘| i s(0)|, V f > 0  (S.21 )

Proposition 8.1 tha t follows establishes that the solutions of the open-loop systems 

of Eqs.8.20-8.18, after a short finite time interval required for the trajectories of the 

system of Eq.8.17 to approach the quasi steady-state of Eq.8.19. consist an 0(e) 

approximation of the solutions of the open-loop system of Eq.S.17. The proof is given 

in the appendix G.

P ro p o s itio n  8.1: Consider the system of Eq.8.17 with u(t) =  0 and suppose that

assumptions 8.1 and 8.2 hold. Then, there exist positive real numbers such

that if  1X5 (0 )! — A*i .• 11^ / ( 0 ) 1 1 2  / * 2  and e € (0, e‘], then the solution x s( t ). x j { t ) of the

system of Eq.8.17 satisfies fo r  all t € [0,0 0 ):

**(<) =  £,(*) + 0(e)
t (S.22)

* / ( < )  =  * / ( “ ) + O ( e )

where x 3[t ) , xf ( t )  are the solutions of the slow and fast subsystems o f  Eqs.8.20-8.18 

with u(t) = 0, respectively.

R e m a rk  8.3: The counterpart of the result of Proposition 8.1 in finite-dimensional 

spaces is well-known (Tikhonov's theorem. [Tik48]). while a similar result has also 

been established for linear infinite-dimensional systems [Bal84]. The m ain tech­

nical difference in establishing this result between linear and quasi-linear infinite­

dimensional systems is th a t, for quasi-linear systems the proof is based on Lyapunov 

arguments, while for linear systems the proof is obtained using combination of esti­

mates of the states, obtained from the application of variations of constants formula 

[Bal84]. This is a consequence of the fact tha t for quasi-linear systems it is not 

possible to derive a coordinate change that transforms the system of Eq.8.17 into a 

cascaded interconnection where the fast modes modes are decoupled from the slow
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modes, which allows to derive an exponentially decaying estim ate, for sufficiently 

small e, for the fast state, which is independent of the one of the slow state, and thus 

to prove the result through a direct combination of these estimates.

R e m a rk  8.4: We note tha t it is possible, using standard results from center manifold 

theory for infinite-dimensional systems of the form of Eq.8.8 [CarSl. p. 118], to show 

that if the the system  of Eq.8.20 is asym ptotically stable, then the system of Eq.8.8 is 

also asymptotically stable and the discrepancy between the solution of the system of 

Eq.8.20 and the x s-subsystem of the closed-loop full-order is asymptotically (as t —► 

oo) proportional to e. Although this result is im portant because it allows establishing 

asymptotic stability of the closed-loop infinite-dimensional system by performing a 

stability analysis on a low-order finite-dimensional system, it does not provide any 

information about the discrepancy between the solutions of these two systems for 

finite t.

8.4 C onstruction o f m inim al-order ODE system s via A IM s

In this section, we propose an approach originating from the theory of inertial m ani­

folds for the construction of ODE systems of dimension m  which yield solutions tha t 

are arbitrarily close (closer than 0 (e)) to the ones of the infinite-dimensional system 

of Eq.8.8. for almost all times. An inertial manifold M. for the system of Eq.8.8 

is a subset of H , which satisfies the following properties [Tem8S]: i) M. is a finite­

dimensional Lipschitz manifold, ii) M. is a graph of a Lipschitz function E (xs,u .e )  

mapping H a x IR/ x (O.e'] into H j  and for every solution a:s(<),x /(l) of Eq.8.17 with 

£ /(0 ) =  E (x ,(0 ),u , e). then

x f (t) = S ( x . ( 0 ,u ,0 ,  V f > 0  (S.23)
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and iii) M. a ttracts  every trajectory exponentially. The evolution of the s ta te  x j  on 

M. is given by Eq.8.23, while the evolution of the state x s is given by the following 

finite-dimensional inertial form:

=  .43x3 +  B,u  +  / 3(x3.E (x 3,u .e ))  (S.24)

Assuming th a t u(t) is smooth, differentiating Eq.8.23 and utilizing Eq.S.17. E(.r3. u. e) 

can be com puted as the solution of the following partial differential equation:

5E <9S
t — [Asx s + B*u + f , { x s,Xf)\  + e - ^ u  = A f tx j  + eBju + ef f {xt , x j )  (8.25)

which E has to satisfy for all x s € H , , u € IR/. e € (0. e’]. However, even for parabolic 

PDEs for which it is known that M  exists, the derivation of an explicit analytic form 

of E (x3,u .e )  is an extremely difficult (if not impossible) task.

M otivated by this, we will now propose a procedure, motivated by singular per­

turbations [KK086], to compute approximations of E (x3.u .e )  (approximate inertial 

manifolds) and approximations of the inertial form, of desired accuracy. To this end. 

consider an expansion of E (xs,u ,e ) and u in a power series in e:

u  =  u q  t u \  -(- c2 u 2 H------- b e k U k  +  0 { t k+l)

E (xs.u .e )  =  E°(xs,u ) -f eE ^X j.u) +  e2S 2(xs.u )  4------ 4- e^E^x.,. u) +  0 (e fc+1)
(8.26)

where u^. E '̂ are smooth functions. Substituting the expressions of Eq.8.26 into 

Eq.S.25. and equating terms of the same power in e, one can obtain approxim a­

tions of E (xs.u .e )  up to a desired order. Substituting the expansion for E (xs, u,e) 

and u up to order k into Eq.8.24. the following approximation of the inertial form is 

obtained:

— ■ =  . 4 s x 3 +  B s (u0 4- ciii + e2u 2 4 - b eku k) ^

+ f s{x,. E°(xs. u) 4- eEl (x3. u) 4- c2E2(x 3, u) 4 b efcEfc(x3.u ))

In order to characterize the discrepancy between the solution of the open-loop 

finite-dimensional system of Eq.8.27 and the solution of the x 3-subsystem of the open-
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loop infinite-dimensional system of Eq.8.17, we will impose a stability requirement 

on the system of Eq.8.27.

A ssu m p tio n  8 .3 : The finite-dimensional system o f Eq.8.27 with u(t)  =  0 is expo­

nentially stable i.e., there exist positive real numbers (A 2 . a 2 . a 4 ). with aA > I\ , >  1 

such that for  all x 3 € TC, that satisfy |xa| <  a.4 , the following bound holds:

l* .(O I <  A'2e - a*‘ |ar,(0)|, V f > 0  (8 .2 8 )

Proposition 8.2 th a t follows establishes th a t the  discrepancy between the solutions 

obtained from the open-loop system of Eq.8.27 and the expansion for T,(xs.u .e )  of 

Eq.8.30, and the solutions of the infinite-dimensional open-loop system of Eq.S.17 is 

of 0(e*+1), for alm ost all times. The proof is given in the appendix G.

P ro p o s it io n  8 .2: Consider the system o f Eq.8.17 with u ( t ) =  0 and suppose that 

assumptions 8 . 1  and 8.3 hold. Then, there exist positive real numbers such

that i / |x s(0)| <  p i,  | |x /(0 ) ||2 <  P2 and e € (0, e*], then the solution x 3{t ) . xj ( t )  o f the 

system of Eq.8.17 satisfies for all t 6  [tj, 0 0 ):

x ,(0  =  x 3(t) +  <9(e*+1) 

x f {t) = x f (t) + 0 (ek+l)

where tb is the time required f or x j ( t )  to approach i f  (t). x 3(t) is the solution o f Eq.8.27 

with u{t) = 0, and i j { t )  =  +  e2E2(x5,0) -I +  ekE,k{x3 ,Q).

R e m a rk  8.5: Following the proposed approximation procedure, we obtain tha t the 

0 (e) approximation of S (x s,0 ,e) is E°(x4,0) =  0 and the corresponding approxim ate 

inertial form is identical to the system of Eq.8.20 with u(t) = 0. This system does 

not utilize any information about the structure of the fast subsystem, and thus, this 

system yields solutions which are only 0 (e) close to the solutions of the open-loop 

system of Eq.8.8 (proposition 8.1). On the other hand, the 0( e2) approximation of
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E(xs,0. e) can be shown to be of the form:

E (x „ 0 ,e )  =  S °(x3.0) +  eS^x^O ) =  e(>l/e)_1 [—//(x-,. 0)] (8.30)

The corresponding open-loop approximate inertial form does utilize information about 

the structure of the fast subsystem, and thus allows to obtain solutions which are 

0( e 2) close to the solutions of the open-loop system of Eq.S.S (proposition S.2).

R e m a rk  8.6: The standard  approach followed in the literature for the construction 

of AIMs for systems of the form of Eq.8.14 with u(t)  =  0 (see for example [BKJ91]) is
Qx r

to directly set =  0. solve the resulting algebraic equations for x j  and substitu te  

the solution for x j  to the x ,—subsystem of Eq.8.14, to derive the following ODE 

system:
fix

=  A . x .  + U x . ^ A , ) - ' [ - J r {x.)}) (S.31)

It is straightforward to show th a t the slow system of Eq.8.31 is identical to  the one 

obtained by using the 0 ( e 2) approximation for S (x 4.0 ,e ) for the construction of the 

approximate inertial form.

R e m a rk  8 .7: T he expansion of u in a power series in e is motivated by our intention 

to modify the synthesis of the feedback controller appropriately such tha t the output 

of the 0 (e k+l) approxim ation of the closed-loop inertial form will be arbitrarily  close 

to the output of the closed-loop PDE system for almost all times (see also rem ark 

8 .8 ).

8.5 F in ite-d im ensional control

In this section, we use the result of proposition 8.2 to establish that a nonlinear finite­

dimensional output feedback controller that guarantees stability and enforces output 

tracking in the ODE system of Eq.8.27, exponentially stabilizes the closed-loop PDE 

system and ensures th a t the discrepancy between the ou tpu t of the closed-loop ODE

2 8 3
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system and the output of the closed-loop PDE system is of 0 (e t+1). provided that e 

is sufficiently small.

The finite-dimensional ou tput feedback controller, which achieves the desired ob­

jectives for the system of Eq.S.27, is constructed through a  standard combination of 

a state  feedback controller w ith a state  observer. In particular, we consider a state  

feedback control law of the general form:

u =  uQ +  tu x -j 1- ekUk

= Po{xs ) + Q q { x s ) v  +  e[p!(a:s, e) +  Q i ( x s, e)r] +  • • • +  efc[pfc(xs, e) +  Q fc(x3.e)e]
(5.32)

where p0(xs),. . .,pfc(xs ) are smooth vector functions. (2o(xs).........Qk { x ,) are smooth

matrices, and v € IR/ is the constant reference input vector (see remark 7 for a 

procedure for the synthesis of the control law i.e. the explicit computation of 

[po(xj),. . .  ,pjt(xj) (5o(^j), • • •, <5fc(^s)])- The following m-dimensional state observer 

is also considered for the im plem entation of the state feedback law of Eq.8.32:

—  = Af? + BI (po(x,) + (?o(s«)u + e[pi(x„e) + £2i(x,.eb] +  h

efc[pfc(xs,e) +  Qfc(x„e)t;]) +  / ,(p , eSl (p ,u) +  e2E 2(p.ti) +  • • ■ +  e*S*(p,u)) 

+L(y  -  [Cp -t-C jeS ^p . u) +  e2E2(p,u) +  f- e*Sfc(p, u )} ])
(8.33)

where p 6 H s denotes the observer state  vector, and L is a m atrix chosen so tha t the
d f

eigenvalues of the m atrix Cl = A s +
dp (fJ=r)j)

Ct]s + C { ^ -  (cS ‘(p.ti(p)) +  e2E2(p.u(p)) +  • •• +  efcS fc(p .« (p )))(jj=^ )}- L
dr]

open left-half of the complex plane, where ps denotes the steady-state for t

lie in the 

.le system

of Eq.8.33. The finite-dimensional output feedback controller resulting from the com­

bination of the state feedback controller of Eq.8.32 with the state  observer of Eq.8.33

2 8 4
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£k\Pk{v,t) +  <5jt(r?,e)ul) +  f 3{rj. eS^r?. u) +  e2E 2(7].u) -| h cA'S fc(7/- “ ))

+L( y  — ^Crj +  C{S°(t/,u) +  eE1̂ ,  u) +  e2H2{q.u)  H h ekE.k(q. u)} )

h =  Po(j/) +  Qo(»7)u +  e[pi(»7, e) +  Qi{r]. e)u] H h e;'[pfc(7/. e) +  e)t>]
( S . 3 4 )

We note th a t the above controller does not use feedback of the fast state vector x j  in 

order to avoid destabilization of the fast modes of the closed-loop system. Assumption 

8.4 states the desired control objectives under the controller of Eq.S.34.

A ssu m p tio n  8.4: The finite-dimensional output feedback controller o f the form of 

Eq.8.34 exponentially stabilizes the 0 (e k+1) approximation of the closed-loop inertial 

form and ensures that its outputs y l3{t), i =  1 , . . . . / ,  are the solutions o f a known 

I — dim ensional ODE system of the form o(y'^r,K • • •, y ls, v) =  0. where o is

a vector function and r, is an integer.

Theorem 8.1 provides a precise characterization of the stability and closed-loop tran­

sient perform ance enforced by the controller of Eq.S.34 in the closed-loop parabolic 

PDE system (the proof is given in the appendix G).

T h e o re m  8 .1 : Consider the parabolic PDE system o f Eq.8.8. for  which assump­

tions 8.1 and 8 . 4  hold. Then, there exist positive real numbers such that if

|x,(0)| <  pi,  11 /̂(0)112 <  fi-2 and e € (0 .e*], then the controller o f Eq.8.34:

a) guarantees exponential stability o f the closed-loop system, and

b) ensures that the outputs o f the closed-loop system satisfy for  all t. € [t*,, 0 0 ):

y' (t)  =  y's(t) + 0( ek+l) . i = 1......../ (8.35)

where y ‘3( t ) is the i-th output of the 0 (e <:+l) approximation of the closed-loop inertial 

form.

2 8 5
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R e m a rk  8.8: The construction of the sta te  feedback law of Eq.8.32. to ensure that 

the control objectives stated in assumption 8.4 are enforced in the 0 (e t+ l ) approx­

im ation of the closed-loop inertial form, can be performed following a sequential 

procedure. Specifically, the component u0 =  po(^s) +  Qo(x3)v can be initially synthe­

sized on the basis of the 0(e) approximation of the inertial form (Eq.8.20): then the 

component u-i =  p\{xs,c) +  Q 1(xa,e )r  can be synthesized on the basis of the 0 (e 2) 

approxim ation of the inertial form: 

dec
=  A sx s +  B , u q  4- e B s u i  +  / J(xa,e(A ))~1[-5/U o -  f f {x3.0)})

= •• f i ( x a.e) + gl {x„e)ui  (8‘36)

y3 =  Cxs +  eC(«4/e)_1[-5 /U o -  / / ( x s,0)] = : A ^ ij.e )

In general, at the k-th  step, the component U k  =  p k { x 3. e )  +  Q k { x 3, e ) i '  can be syn­

thesized on the basis of the 0{ek) approximation of the inertial form (Eq.8.27). The

synthesis of [p„(x4, e), Qv[xs. e)], u =  0 k, can be performed, at each step, utilizing

standard geometric control methods for nonlinear ODEs (see next section).

R e m a rk  8.9: The implementation of the controller of Eq.S.34 requires to explicitly 

com pute the vector function E fc(//.u). However, E fc(77,u) has an infinite-dimensional 

range and therefore cannot be implemented in practice. Instead a finite-dimensional 

approxim ation of S fc(77, u). say Ef ( 7?, u), can be derived by keeping the first m elements 

of E fc(7/,u) and neglecting the remaining infinite ones. Clearly, as m —» 0 0 , Sf(7/,u) 

approaches ^ ( p . u ) .  This implies th a t by picking m to be sufficiently large, the 

controller of Eq.8.34 with £^(77. u) instead of £^'(77, u )  guarantees stability and enforces 

the requirement of Eq.8.35 in the closed-loop infinite-dimensional system.
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8.6 F inite-dim ensional controller synthesis

8 .6 .1  P re l im in a r ie s

In this section, we will synthesize a finite-dimensional output feedback controller for 

the system of Eq.8.8 on the basis of the system of Eq.8.27. using geometric control 

methods. To this end, we will initially review the concepts of relative order and 

characteristic m atrix tha t will be used in the subsequent section to synthesize the 

controller. Referring to the system of Eq.8.20. we set. in order to simplify the notation.

+  f , ( x „  0) =  fo[xs), Bs =  go, Cxs =  h0(xs). The relative order of the  output i/' 

with respect to the vector of m anipulated inputs u is defined as the smallest integer 

r. for which

•^so^/o 1̂ lo(x s) ■" LgiQL rj0 1h‘0(xs) £ [0  ••• 0] (8.37)

or r, =  oo if such an integer does not exist. Furthermore, the matrix:

••• w - X M
LgloL}l~lhl(xs) • • •  LjLJ-'b&x.)

C( x 9) =

L „ iL T xhl0(x,) L„iLT,[ lhl0{xs)

(8.38)

"So /o 'L0\'L*> So /o

is the characteristic m atrix of the system. For simplicity, we will assume that

det [C(xs)) ±  0.

8 .6 . 2  C ontroller formula

Theorem 8.2 provides the synthesis formula of the output feedback controller and con­

ditions tha t guarantee closed-loop stability in the case of considering a 0 ( e 2) approx­

imation of the exact slow system for the synthesis of the controller. The derivation of 

synthesis formulas for higher-order approximations of the output feedback controller 

is notationally complicated, although conceptually straightforward, and thus will be 

om itted for reasons of brevity.

2 8 7
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T h e o re m  8.2 : Consider the parabolic PDE system o f  Eq.8.8. for  which assumptions

8.1 and 8.2 hold. Consider also the slow subsystem o f  Eq.8.36. and assume that its 

characteristic matrix C ( x 3,e) is invertible V xa 6 e G [0.e“]. Suppose also that 

the following conditions hold:

1. The roots o f the equation:

det(B(s))  = 0 (S.39)
r ,

where B (s) is a I x / matrix, whose ( i . j )-th element is o f the form y^3 \ , .sk . lie
k=0

in the open left-half o f the complex plane.

2. The unforced (v = 0) zero dynamics o f the system o f  Eq.8.36 is locally exponen­

tially stable.

Then, there exist constants p i,p .2 ,em such that i f  |x5(0)| <  p.\, ||x /(0)||2  <  pi and 

e € (0,e*j, then if  7/(0) =  xa(0), the dynamic output feedback controller:

^  =  A sr) + Bsu{r}) + f 3{T}.e{Af () - l [-BfU0{T]) -  f j iq.O))

+ L { y  -  [Ctj + e { Af t ) - l [ -Bf U0{q) - / / ( ? / ,0 ) ] )

u =  u0(t?) +  eui(//) :=  {[/?lr, ••• l3irt]C(q)}~x j r  -  ^ 2 J 2 f f k L f0h'0[q ) \  (S‘40)
I  i= U - = 0  )

+ e {[A „  I3,n )C(>,,t)}"‘ { r -
I i=lk=0 J

a) guarantees exponential stability o f the closed-loop system, and

b) ensures that the outputs o f the closed-loop system satisfy a relation o f the form :

y'{t)  =  y j(0  +  0( e 2) , i =  1 ,  l . t > t b (8.41)

where tb is the time required for the off-manifold fast transients to decay to zero

exponentially, and y l3(t). i = 1 is the solution of:

1 T' dkv'

■=u=o 1
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R em ark 8 .1 0 : In the case of open-loop stable systems, a more convenient way to 

reconstruct the state  of the system is to consider the observer of Eq.S.33 with the 

m atrix L  set identically equal to zero. This is motivated by the fact tha t the open- 

loop stability of the system guarantees the convergence of the estim ated values to the 

actual ones with transient behavior depending on the location of the spectrum  of the

♦ • r  d ^ (  \m at rix  C l  =  (7/5,e) .
o t }3

Rem ark 8 . 1 1 : The exponential stability of the closed-loop system guarantees that 

in the presence of small errors in process param eters, the states of the closed-loop 

system will be bounded. Furthermore, since the input/ou tpu t spaces of the  closed- 

loop system are finite dimensional, and the controller of Eq.8.40 enforces a linear 

inpu t/ou tpu t dynamics between y and t>. it is possible to implement a linear error 

feedback controller around the (y — v) loop to ensure asymptotic offsetless output 

tracking in the closed-loop system, in the presence of constant unknown process pa­

ram eters and unmeasured disturbance inputs.

Rem ark 8.12: Note th a t in the case of imperfect initialization of the observer states 

(i.e., 7/(0) ^  ^s(O)), although a slight deterioration of the performance may occur, (i.e., 

the requirement of Eq.8.41 will not be exactly imposed in the closed-loop system), 

the output feedback controller of theorem 8.1 guarantees exponential stability  and 

asym ptotic offsetless output tracking in the closed-loop system.

8.7 A pplication  to  a packed-bed reactor

We consider a non-isothermal packed-bed reactor shown in Figure 8.1, where an 

elem entary endothermic reaction of the form A —* B  takes place. Under standard 

modeling assumptions, the dynamic model of the process expressed in dimensionless
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Figure 8 1 :  A nonisotherm al packed-bed reactor.
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variables takes the form [RaySl]: 

d x x d x i  1 d2i \
Xl

dt

d x2
dt

3 z  +  P e r  d z 2

d x  2  1 d2x  2  „  ' 1 _L =
+   -----— —  B c tx p  1 +  J i x 2

B rB c e x p   ̂ "b x 2 -F 3r{u — 2 7 ) 

Xl
(S.431

d z  P ec  d z 2 

subject to the boundary conditions:

~ =  0> P e r i l  =  Pec {x2 -  1) =  r =  1, ~  =  = q (8.44)
d z  o z  d z  d z

where x \ . x 2 denote dimensionless tem perature and concentration in the reactor. 

P e r ,  Pec  axe the heat and mass Peclet numbers, B j .  B e  denote a dimensionless 

heat of reaction and a dimensionless pre-exponential factor, 7  is a dimensionless acti­

vation energy, 3r  is a dimensionless heat transfer coefficient, and u is a dimensionless 

jacket tem perature which is assumed to be spatially uniform. The control objective is 

to control the tem perature profile along the length of the reactor, i.e. the controlled 

output is of the form:

y(t) = f  x idz  (S.45)
Jo

The following typical values for the process parameters were used in our calculations:

P e r  =  5.0. P e c = 5 .0 . B c  =  0.00001. B T =  1.0. 3r  =  15.62. 7  =  22.14

(S.46)

It was verified that the above process parameters correspond to a stable steady-state

for the open-loop system. The process model of Eq.S.43 can be put in the form:

i  =  A x - \ -B u  + f ( x )  

y = Cx

with

1 d 2i \  dx  j

(S.47)

A x  = A i  0
0 A 2

x  = P e r  d z 2 dz  

0

0

1 d 2x 2 d x 2
T ^ lh 2" ~  !h

(8.48)
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x e D { A )  =  j x  G H 2 ([0.1]:1R2): P erx^O ) =  ^ i ( O ) .

P e c (x 2 (0) -  1 ) =  ^ ( 0 ) :  ^ - ( 1 ) =  ^ ( 1 ) =  0

(S.49)

Bu  = dr
0 u. Cx =  ( 1 .x )  (S.50)

The solution of the eigenvalue problem for the above spatial differential operator 

subject to the boundary conditions of Eq.8.44 can be obtained utilizing standard 

techniques from linear operator theory (see for example [RaySl]) and is of the form: 

a ?• Pe
Aij = . i =  1,2, j  =  1 ,-----oc

Pe- _ Pe  . (S.51)
Qij{z) =  Bije 2{cos{dijz) + —̂ sin [a .i jz )) ,  i =  1,2, j  = 1 oo

~a.ij

4>ij(z) = e~Pez4>ij{z). f =  l ,2 , j -  1 oo

where Pe =  P e r  =  Pec.  and AtJ, , <p»j, denote the eigenvalues, eigenfunctions and

adjoint eigenfunctions of £ ,, respectively, a £?1; can be calculated from the following 

formulas:

tan(aij)  =  — — % -----. / =  1,2. j  = 1 oo

4  ~ ( f ) 2
1

\  P  (  Pe  \ 2 1 2
Bij =  I cos(a,jO) +  ^ r—s 2 n(a tJo) j dz f . 2 =  1,2, j  =  1 . oo

(8.52)

A direct computation of the first five eigenvalues of L yields An =  A2i =  —1.94, Ai 2  =  

A2 2  =  —4.80, A1 3  =  A2 3  =  —10.42. An =  A2̂  =  —20.93, and A j 5 =  A2s =  —3 4 . 2  8 . 

These values indicate that the eigenspectrum of L exhibits a two-time-scale property 

and suggest considering the first two eigenmodes of each PDE as the slow ones and the 

remaining infinite eigenmodes as the fast ones. Defining H,  =  span{ 0 u , ^ 12, 0 21, 0 22} 

and applying Galerkin's method to the system of Eq.8.47, a system of the form of 

Eq.S.14 is derived where A s is a 4 x 4 diagonal m atrix of the form

2 9 2
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A s = d ia g { \n , Ai2, A2 i, A22}, and A /  is an exponentially stable differential operator

whose smallest eigenvalue is A1 3  =  A2 3 . Defining e =  -r-~ =  T ~  an^ following the pro-
A1 3  A2 3

cedure described in sections 5 and 6. we derived the 0(e) and 0 (e 2) approximations 

of the exact slow system. The 0 (e2) approximation of £(:*:,, u. e) was constructed by 

retaining the first three of the fast modes for each PDE, and discarding the remaining 

infinite ones (this is because the use of more than three fast modes provides negligible 

improvement in the accuracy of the 0( e2) approximation of the fourth-order model). 

The zero dynamics of the systems corresponding to the 0(e) and 0 (e 2) approxima­

tions of the exact slow system were found to be exponentially stable. Therefore, the 

nonlinear finite-dimensional controller of Eq.8.40 with f3\ =  0.2. /?0 =  1.0 and L  =  0 

(this is possible because the open-loop process and thus the 0 (e 2) approxim ation of 

the exact slow system are exponentially stable) was employed in the simulations. It 

was also established tha t the value of e =  0.19 ensures that the controller exponen­

tially stabilizes the closed-loop parabolic PDE system as well.

Simulation runs were performed to illustrate the advantages obtained by using 

higher-order approximations of S (x s,u .e ) in the construction of the slow subsys­

tem of Eq.S.24 and evaluate the output tracking capabilities of the proposed control 

methodology. In particular, we compared the performance of the controller synthe­

sized following the above procedure with that of a controller of the form of Eq.8.40 

with e =  0 and L  =  0 (0(e) approximation). Figure 8.2 shows the ou tpu t and ma­

nipulated input profiles for an 8.0% decrease in the value of the set-point (the new 

set-point value is v =  1.11). It is clear that the controller synthesized on the basis 

of the system which uses an 0 (e 2) approximation for S (x ,,u , e) provides an excellent 

performance driving the output (solid line) very close to the new set-point (note that 

as expected, — t’| =  0 (e2)). On the other hand, the controller of the form

of Eq.8.40 with e =  0 drives the output (dotted line) to a neighborhood of the set- 

point (note tha t /zm*_0O|y — t>| =  0(e)) leading to significant offset (compare with
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F i g u r e  8 .2 :  C o m p a r i s o n  o f  o u t p u t  ( t o p  f i g u r e )  a n d  m a n i p u l a t e d  i n p u t  ( b o t t o m  f i g u r e )  p r o f i l e s  o f  t h e  

c l o s e d - l o o p  s y s t e m ,  f o r  a n  8 %  d e c r e a s e  i n  t h e  s e t  p o i n t .  T h e  d o t t e d  l i n e s  c o r r e s p o n d  t o  a  c o n t r o l l e r  

b a s e d  o n  t h e  s lo w  O D E  m o d e l  w i t h  a n  O ( c )  a p p r o x i m a t i o n  f o r  E ,  w h i l e  t h e  s o l i d  l i n e s  c o r r e s p o n d  

t o  a  c o n t r o l l e r  b a s e d  o n  t h e  s lo w  O D E  m o d e l  w i t h  a n  0 ( c 2 ) a p p r o x i m a t i o n  f o r  E .
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set-point value). Figure S.3 displays the evolution of the dimensionless tem perature 

of the reactor for the case of using an 0 (e 2) approximation for H i* ,, u.e). The con­

troller achieves excellent performance, regulating the tem perature at each point of 

the reactor to a new steady-state value, which is close to 8% lower than the one of 

the original steady-state. Finally, it was also verified through simulations that: i) the 

closed-loop output profile obtained by using a fourth-order system  with an 0{c2) ap­

proximation for S (x 3.u ,e )  is comparable to the one achieved by using a tenth-order 

system with an 0{e)  approxim ation for E(x5,u .e ) . and ii) the use of higher-order 

approximations for S (x 3,u ,e )  and u(x3,e) (i.e. 0 (e 3)) in the construction of the 

fourth-order system provides minimal improvement. From the results of the simu­

lation study, it is evident th a t the proposed methodology is a powerful tool for the 

synthesis of low-dimensional controllers which yield a desired closed-loop performance 

for diffusion-convection-reaction processes.

8.8 Conclusions

In this chapter, we developed a method for the synthesis of nonlinear output feedback 

controllers for systems of quasi-linear parabolic PDEs, for which the eigenspectrum 

of the spatial differential operator can be partitioned into a finite-dimensional slow 

one and an infinite-dimensional stable fast one. Combination of Galerkin's method 

with a novel procedure for the construction of AIMs was used, for the derivation of 

ODE systems of dimension equal to the number of slow modes, tha t yield solutions 

which are close, upto a desired accuracy, to the ones of the PDE system , for almost all 

times. These ODE systems were used as the basis for the synthesis of output feedback 

controllers that guarantee stability and enforce the output of the closed-loop system 

to follow upto a desired accuracy, a prespecified response for almost all times. The 

methodology was successfully applied to a packed-bed reactor.
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1 .4 n

0  0

F i g u r e  8 . 3 :  P r o f i l e  o f  e v o l u t i o n  o f  r e a c t o r  t e m p e r a t u r e ,  f o r  a n  8 %  d e c r e a s e  i n  t h e  r e f e r e n c e  i n p u t  

( 0 ( e 2 ) a p p r o x i m a t i o n  f o r  E ) .
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C hapter 9

C onclusions and Future R esearch  

D irections

T he present doctoral thesis has focused on the  development of a fram ew ork, for the  

synthesis of nonlinear control system s for nonlinear two-time-scale O D E system s, and 

hyperbolic and parabolic PD E system s, th a t  system atically addresses th e  problem s of 

m odification of the in p u t/o u tp u t behavior, elim ination of m easurable d isturbances, 

and a tten u a tio n  of unm easured d istu rbances and unknown param eters. T he pro­

posed control algorithm s were applied to  industrially  im portant chem ical processes. 

Specifically, the  main contributions of th is thesis can be sum m arized as follows:

1. C o n t r o l  o f  n o n lin e a r  tw o - t im e -s c a le  ODE s y s te m s . A m ethodology was 

developed for the synthesis of w ell-conditioned controllers for nonlinear two-tim e- 

scale ODE systems. Using com bination of singular pertu rba tion  and differen­

tia l geom etric m ethods, well-conditioned feedback controllers were synthesized 

th a t guarantee closed-loop stab ility  and enforce ou tpu t tracking. T he problem  

of elim ination of the effect of m easurable disturbances on th e  o u tp u t was also 

addressed and solved through app ro p ria te  incorporation of feedforward com pen­

sation  in the developed controllers.
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2. Control o f nonlinear tw o-tim e-scale ODE system s with uncertain vari­

ables. G eneral m ethods were developed for th e  synthesis of controllers for non­

linear two-tim e-scale ODE system s w ith unm easured  disturbances and unknown 

param eters. Using com bination of singular pertu rbations, geom etric m ethods 

and  Lyapunov techniques, well-conditioned robust feedback controllers were syn­

thesized th a t:

•  guarantee stab ility  of th e  closed-loop stab ility  and enforce ou tp u t tracking.

•  achieve arb itrary  degree of asym ptotic a tten u a tio n  of the effect of uncertain  

variables on the ou tpu ts.

3. Control o f nonlinear hyperbolic PD E  system s. A m ethodology was de­

veloped for the synthesis of d is tribu ted  o u tp u t feedback controllers for nonlinear 

hyperbolic PDEs th a t addresses the issues of o u tp u t tracking and closed-loop 

stability . T he controllers are synthesized on the  basis of the PD E m odel em ploy­

ing a  geom etric approach. This m ethodology was extended, w ithin a Lyapunov- 

based fram ework, for the  synthesis of d is tribu ted  robust controllers for hyperbolic 

PD E s w ith uncertain variables.

4. Control o f nonlinear parabolic PD E  system s. The problem of synthesiz­

ing low-dimensional ou tp u t feedback controllers for nonlinear parabolic PDEs 

th a t ensure ou tpu t tracking w ith closed-loop s tab ility  was addressed and solved. 

T he key step  of the proposed solution is the derivation of low-dimensional ODE 

m odels, which accurately reproduce the dynam ics of the PDE system , through 

com bination of G alerkin's m ethod and approx im ate inertial m anifolds. These 

O D E models are subsequently used for controller design.

5. A pplication to chem ical process control. T he developed control m eth ­

ods were successfully applied to industrially  im p o rtan t chemical processes. T he 

m ethodologies for two-tim e-scale system s were applied to a biochem ical reactor.
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a cataly tic  reactor and a fluidized cataly tic  cracker, while the control algorithm s 

for hyperbolic and parabolic PDEs were applied to  a plug-flow reac to r, a fixed- 

bed reactor, and a packed-bed reactor, respectively.

T h e  results of my doctoral thesis provide the  first step  towards developing a fram e­

work for the analysis and controller synthesis for nonlinear chemical processes with 

tim e-scale m ultip licity  and strong d istribu ted  n a tu re . Main unresolved theoretical 

and  practical problem s th a t need to be addressed include:

1 . Control of tw o-tim e-scale processes w ith non-explicit time-scale separation . An 

a tte m p t in th is direction was recently m ade in th e  papers [KCD96b. I\CD96a] 

where a system atic m ethodology was developed for modeling, via coordinate 

change, of a class of two-time-scale processes w ith non-explicit tim e-scale sepa­

ra tion  in s tandard  singularly pertu rbed  form. C om putational singular p e rtu rb a ­

tion are expected to  play a key role in this effort.

2. T he study of control problem s in m ore general classes of nonlinear PD E s, such 

as models arising in fluid dynam ics (e.g.. Navier-Stokes equations) and  pa t­

te rn  form ation (they contain differential operators of fourth order in space, e.g., 

K uram oto-Sivashinsky equation). It is well-known [F JI \+S9. BBKK96] th a t such 

system s exhibit low-dimensional dynam ic behavior, which implies th a t th e  pro­

posed fram ework for control of parabolic PD Es can be used, in principle, to 

address the ir control.

3. T he  developm ent of control algorithm s for nonlinear delay-differential equations, 

as well as DPS m odeling disperse-phase processes (e.g., crystallizers. em ulsion 

polym erization reactors), such as nonlinear integro-differential equation  system s.

4. T he  developm ent of robust control algorithm s in order to deal w ith d isturbances 

and  param etric  uncertainty, and the derivation of design guidelines for the  de-
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veloped control algorithm s, th a t will allow handling of m anipu lated  inpu t con­

s tra in ts .

5. T h e  control-relevant modeling and analysis (e.g.. selection of m an ipu la ted  in­

p u ts  and  m easurem ents, as well as op tim al locations for sensors and  actuato rs), 

an d  th e  experim ental im plem entation  of the control algorithm s to  industrially  

im p o rtan t two-time-scale and  d is trib u ted  param eter system s.
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A pp en d ix  E 

Proofs o f Chapter 6

T he proofs of T heorem  6.2 and Proposition 6.4, concerning the case of system s of 

quasi-linear PD Es, are conceptually sim ilar to  th e  ones given for th e  linear counter­

p arts  of these results, and will therefore be o m itted  for brevity.

Proof o f Proposition 6.2:

Consider th e  closed-loop system  of Eq.6.26. D ifferentiating the  o u tp u t of this system  

w ith respect to  tim e, we obtain the  following set of expressions: 

y =  Ckx

f t  =  « ( 4  +  b  +  1"

% =  Ck ^  + B + u,6(.-)s) x

iff _  /  r \ \ d  f  'A  V £  — 1

—j^ r  =  Ck ( A —  + B  + wb{z)S j x  +  Ck ( A —  -1- B  +  w b (z )S  j wb(z)sv

(E .l)

It is sufficient to show th a t a — a. Note th a t

B^j + C kw b (z)S  =  Ck ^  +  B'j , because

Ckwb(z)  =  0. Similarly, it can be shown, by induction, th a t

3 1 8
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Ck i^~QZ *F +  wb{z)S^j =  Ck • f°r * =  1 o’ — 1. Using this sim pli­

fication in th e  expressions for the  tim e derivatives (E q .E .l) , it follows d irectly  th a t: 

y  =  Ckx

f  - «(4*»)*

§ - “ (4 *»)'-
(E.2)

C — 1

<7—1

-i-Cfc ( A —— b B w b(z)sv

This com pletes th e  proof of the proposition. A

Proof of Theorem 6.1:

Under the  controller of Eq.6.28. the  closed-loop system  takes the form:

d x  d x
—  =  A —  + B x  + wb(=) 7 aCk ( a - ^  +  b )  wb(z)

- l

i/=i
•  jt> -  Ckx -  ^2 'yuCk + B  ) x j 

y = Ckx

(E.3)

From the  result of proposition 6 .2 . it follows th a t  a  differentiation of th e  o u tp u t of
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th e  system  of Eq.E.3 yields the following expressions: 

y  =  C kx

dy_
dt

(Py
d t 2

p \

= C k ( A —  + B ) x  
o z  

=  C k f A - ^  + B ]  x

day
d ta

<7 — 1

=  C k y A —— b B  j  x - \ - C k i A —— h 5 l  wb(z)

d <7—1

7a C k \ A —  + B j  wb{z)

- l

-  C kx  -  ^ T / y X k  1 .̂4—  +  B j

(E.4)

S ubstitu ting  the  above relation into Eq.6.27, one can easily show th a t the resu lt of 

the  theorem  holds. A

Proof of Proposition 6.3:

U tilizing the  expressions for the  o u tp u t derivatives of Eq.E.2, the closed-loop system  

of Eq.E .3 takes the  form:

d x  dx
Of = A - ^  +  B x  +  wb{z)

d
<s — 1

C w \ A —  + B  1 cb(z)

.  J  ! ( , .  _  y) -  Cw (  a S -  + b Y  X
(E .o)

iff d z

y = Ckx

d l y
Defining the  s ta te  vectors Q =  * =  the  system  of Eq.E.5 can be
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equivalently  w ritten  in the  form of the  following interconnection: 

Ci =  C2

t><7— 1   t><7

Cr =  C l " —  C2 
7<T 7<7

^  +  B x +  u;6 (c)

Tcr-l , 1
 H------u

7<r 7<r

C k U f  +  B

(E .6 )

<T “• 1
u>6 (r)

- 1

1 <T — l
where £ =  — ( u  — Ci) — £ „ + i .  Condition 1 of the proposition guarantees tha t

7<T u=i la
th e  (.'-subsystem of the above interconnection is exponentially  stab le, and thus the

following condition holds:

Kl <  Aj|Co|e -a ii (E.7)

where | • | denotes the s tandard  Eucledian norm , I \ \ , a \  are positive real num bers, w ith 

A'i >  1 , and  £0 is the  value of the  variable £ a t tim e*  =  0 , (i.e. £0 =  —  ( ( 0 ) — C(i)o) —
~l<r

<T~1 lu C(i/+i)o)- From condition 2 , we have th a t th e  differential operato r of the system
" = 1
of Eq.6.35 generates an exponentially stable sem igroup £r, i.e. [ |2 < I \ 2e~a2t, 

where I \ 2. a 2 are positive real num bers, w ith I \ 2 > 1. U tilizing Eq.6.15, the following 

es tim ate  can be w ritten  for the s ta te  x  of the  system  of Eq.E.5:

I k l h  <  A j l l i o l h e - ’ 1 +  K ,  / ‘e - s « - r | | | » ' ( : ) | | J |C( r ) |< /r
Jo

£T —1

wb(z)

where

=  wb(z)

S u b stitu tin g  Eq.E .7 into E q.E .8 , we have th a t:

IMh < A'2||xo||2e-a*£ + A'2A \/V ^ ‘-r>||^(S)||2|Co|c-°,rrfr
Jo

=  A'2| |x0| |2e - “^  +  A jA 'x I l i y U J l W C o l e - ’4 f  e (a*~a' )Td r
Jo

(E.S)

(E.9)

(E.10)
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/v2 ||xo l|2 e -ajt +  A'2A 'x ||^(~~)||2-
I Co I -e °3‘. where 0  <  03  <  a 2. Clearly, in th is

a 2 ~  ° 3
case, the  closed-loop system  is exponentially stable. Furtherm ore . If 6 > 0 - Ik lk  <

A'2 ||x o ||2e - a2f +  A'2 /M ||ty ( 2 ) | |2 ^ e - ait( l  - e - (aj' ai)t). while if 6 <  0 .
0

||ar| | 2 <  A 2 ||x o ||2e - a2£ +  A'2 A 'x ||lV (r)||2 ^ e - aa*(l -  e(a2- ai)‘). In either case ( 6  >
\<>\

0 . 6  <  0 ), we have th a t:

( E . l l )

where a = m in { a ! ,a 2}. From  E qs.E .7 -E .ll, the exponential s tab ility  of the  closed- 

loop system  of Eq.E.5 follows directly. A

P roof o f Theorem  6.3:

Part 1: Stability analysis. Substitu ting  the controller of Eq.6.39 in the  system  of 

Eq.6.9. we have:

d x  d x
d t = A-gZ + B I  + wb{z)

d (T— 1
7 X k  wb{z)

d

- 1

d
^ C k l A - ^  + B )  wb(z)

- 1

- C k T ] [ A —  + B )  T }  \  + V{q -  Qpy)
i / = i

(E .I2)

Introducing the  error coord inate e =  x  — y.  the above closed-loop system  can be 

w ritten  as:

dx  d x
-7̂  = A —  + B x  + wb{z)

d
<T-l

7 aCk  +  B j  wb i z )

d

- 1

u — Ck x  — 5 ^ 7 1 jCk | A —— 1- B  j x  f +  X
u = l

(E.13)

|  =  ( C - V Q p ) e
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where

X e  — wb(z)
CT — 1 n - l

~fcCk  ( i4—  +  B  J w b(z ) j a - e  +  Y r iu C k  +  B J  e j

(E.14)

Because the operato r V  is designed such th a t the  operato r £  — V Q p  generates an 

exponentially stab le  sem igroup, the  following estim ate  can be w ritten  for the evolution 

of the  sta te  e of the  above system :

IMU <  A 3||eo ||2e —at (E.15)

where e0 denotes th e  vector of initial conditions and A'3,d  are positive real num bers, 

w ith I \ i  > 1 . Furtherm ore, utilizing Eq.6.15 and th e  fact th a t the  conditions of 

proposition 6.3 hold, the  following inequality can be w ritten  for the  s ta te  x  of the 

system  of Eq.E.13:

IM h  <  A'4 | |x 0||2e- at +  A 4 / fe - d(' - r) ||A’e ( r ) | |2d r  (E.16)
Jo

where K 4.a  are positive real num bers, w ith I \A > 1. S ubstitu ting  the  inequality of 

E q .E .lo  into Eq.E.16, and perform ing sim ilar calculations as in the proof of proposi­

tion 6.3, it can be shown th a t the  closed-loop system  is exponentially  stable.

Part 2: Input/output response. Under consistent in itia lization of the  states x  and t j

i.e.. x (c ,0 ) =  7/(r.O ), it follows th a t e(c ,0 ) =  0. From th e  dynam ical system  for e, it 

is clear th a t if e(r.O ) =  0. then e(z . t )  = 0 for all t > 0. T hus, the  system  of Eq.E.13 

reduces to:

dx  d x
—  =  A —  +  B x  +  wb{: 
dt d z

la Ck ( a ^-_ +  b )  wb(z)

- l

— Ckx  — ^  '/‘fyCk J A ~— |- B
(E.17)

u= 1

A direct application of theorem  6.1 com pletes the proof of the theorem . A
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P roof o f Theorem  6.4:

Part I: Stability analysis. Substitu ting  the  controller of Eq.6.43 in th e  system  of 

Eq.6.7. we have:

<7 — 1
d x  d x
~Ql =  A ( x ) g Z  +  f ( x ) + 9 { x ) K z )

v - C h W - Y . ^ C ) T ^ U 1+Ll \ hw

-1

1/=1

=  M n ) ^ z  +  f ( v )  +  g ( n)b ( =)
<7— 1 -1

v -  Ch(y)  -  ( ^ 2 ^ L aj +  L f  ) h{y) } + p { q -  Q p { t j ) )
u=l

(E.1S)

In o rder to  perform  a  local analysis of the  stab ility  properties of th e  above system , 

we consider its linearization:

^  =  A ( z ) ^  + B ( z ) x  + w(z)b(z)
a <7 — 1

7 oCk{z)  +  B{=)  I w(z)b(=)

d

- i

i. - a -(.-)i)  -  ] [ > .,« ( - - )  ( A ( - - ) ^  +  B ( z ) ) n [• +  p ( s  - « ( . - ) , )
i/=i

6(.-) a G  — 1

1<TCk(z)  h 4 ( c )—  +  B( z )  I u ;(c )6 (r)

- i

v -  Ck(z ) y  -  J 2 lu C k (z )  ( A{ = ) q Z +  B (z )) *1 f +  “  - P ^ ) 7/)
i/=i

(E.19)

Introducing the error coordinate e =  x — y, the  above closed-loop system  can be

3 2 4
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written as:

dx  dx
=  i4( - ) ^ r  +  5 (~)x +  W - W - )

<y— 1

V a ( c ) l . 4 ( r ) —  + B( z ) w{z)b(z)

-  Ck(z)x -  j y r X k ( z )  yM=) gZ  + B(  = ) ) i  \  +  X e

^  =  ( C - V Q p ( z ) ) i

(E.20)

where

X e  =  w(z)b(z)
<T—1

lttC k ( z ) \ A ( z ) ^ - s + B { z )

d

uj(r) 6 (x)
- l

(E .2 1 :

Ck(z)e + +  » ( - ) )  e‘
i / = l

From the conditions of the theorem, we have tha t the x-subsystem  (with e =  0) of the 

above interconnection is exponentially stable and the e-subsvstem is also exponen­

tially stable, because the operator V  is designed such tha t the operator £  — VQp{z)  

generates an exponentially stable semigroup. Following an approach analogous to the 

one used in the proof of proposition 6.3, one can show th a t the system of Eq.E.20 is 

exponentially stable. Utilizing the result of proposition 6 . 1 , we have tha t the closed- 

loop system of Eq.E.lS is locally exponentially stable, because the linearized system 

of Eq.E.20 is exponentially stable.

Part 2: Input/output response. Under consistent initialization of the states x and 77 

i.e.. x (c ,0 ) =  77(c , 0 ). it follows th a t e(r.O) =  0. From the dynam ical system for e, it 

is clear tha t if e(r.O) =  0. then e(z . t )  = 0 for all t > 0. Thus, the system of Eq.E.20
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reduces to:

dx  dx
~Qi =  a (x ) q Z +  f ( x)  +  g{x)b{=)

<7 — 1n Qx
■<-CLA T . - g f L-, + L t \  w - ' i

- i

(E .22)

Since the characteristic index between y and v is a,  a differentiation of the output of 

the  system of Eq.E.22 yields the following expressions: 

y =  Ch(x)

dy_ 
dt

(Py
d t2

d°y_
dta

(E-23)

c \ £ . J 7 L.,  + Li )  + c i » ( E ^ £ . , + £ / )  M *w --)
-1<T — 1

n dx
^ C £> I +  Li I M*W=>

VJ =  I

- C h [ x ) - ± i £  +  /i(x)

Substituting the above relation into Eq.6.27, one can easily show th a t the result of 

the theorem holds. A

3 2 6
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A ppendix  F

Proofs o f C hapter 7

P r o o f  o f P ro p o s it io n  7.1:

P a r t  7.1: The proof of the first part of the proposition is given in the proof of 

proposition 6.2.

P a r t  2: Referring to the open-loop system of Eq.7.1. let 6 <  a. We will first show 

th a t the result holds in the case 8  < a.  Consider the closed-loop system  of Eq.7.11. 

From part one of the proposition, we have that the characteristic index of the output 

y with respect to v in the closed-loop system is equal to cr. From the definition of 

characteristic index of y with respect to 9. we have that the following relations hold 

for the open-loop system:

/  n dx  V " 1
C>L^  +  M  h(x)r'k{:) =  0, V/i =  1 .----- 6 — 1, i =  1.........I

(F .l)

Differentiating the output of the closed-loop system with respect to tim e and using
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the relations of E q .F .l, we get:

=  Ch(x)

=  c  \ E j h L"‘ +  L t ) h( x )

= C ( t j f K  + i / j  + £/)
(F.2)

=  C +  i , )  ' ( e | ^  +  £ / )  *(*)

q  f  n  \  *

+ CE I » i ( £ j r £ °> +  M  M * K (  = )0*(O

From the above equations, it is clear tha t the result of the second part of the propo­

sition holds if 6  < a. The same argument can be used to  show th a t the result is also 

true for the case 8  = a. The details in this case are om itted  for brevity. A

P roof of Theorem  7.2:

Part I (uncertainty decoupling). Necessity. We will proceed by contradiction. Con­

sider the system of Eq.7.1 and assume that 8  < er. Referring to the closed-loop 

system of Eq.7.11. we have, from proposition 1, tha t the  characteristic indices er, 8  

are preserved, and the condition 8  < cr holds. This fact implies th a t 9 affects directly 

the 6-th time-derivative of y in the closed-loop system, and thus y, which yields a 

contradiction.

Sufficiency. Referring to the system of Eq.7.1. suppose th a t cr < 8 . In this case, a

y

dy
dt

d?y 
dt2

dsy
dt6

3 2 8

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



time-differentiation of y  up to cr-th order yields the following expressions:

y =  Ch(x)

dy
dt

=  c(
h d :

dPy
dP =  c(is u = i  d :

(F.3)

<7 — 1

g  =  C g ^ . ,  +  L f )  [ 0 L . ,  +

+Ci» ( i b j r L ‘> + £'j

From the expression of the cr-th derivative of y, it is clear th a t there exists a control 

law of the form of Eq.7.10 (e.g., the controller of Eq.7.13) which guarantees tha t y 

is independent of 6  in the closed-loop system, for all times. Finally, one can easily 

show, utilizing the expressions of Eq.F.3, that the controller of Eq.7.13 enforces the 

inp u t/o u tp u t response of Eq.7.12 in the closed-loop system.

Part 2 (boundedness). First, we note tha t whenever 9(t) =  0. the conditions i) and ii) 

of the theorem guarantee tha t the nominal closed-loop system is locally exponentially 

stable (Proposition 6.3). Since the nominal closed-loop system is locally exponential 

stability, we have from theorem 6.1 tha t there exists a smooth Lyapunov functional 

V  : 7in x [a, B\ —► R  of the form of Eq.7.7, and a set of positive real numbers 

0 ], a2, ci3 , a4. a5. such that the following properties hold:

a i lk l l l  <  *'(*) <  a2 lk ll| 
dV d V x „ ll2
- j - = -gjA i)  < - a3||x||2 (f .4)

if II^IU <  as Whenever {9(t) ^  0) the closed-loop system, under the control law of

3 2 9
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Eq.7.13, takes the form:

dx
—  =  £(x) +  lU (x )r(r) 0 (O (F.o)

where £ (x ) is a nonlinear operator. Computing the  time-derivative of the functional 

V  : H n x [a, 0\ —y R  along the trajectories of the  uncertain closed-loop system  of 

Eq.F.5, using Eq.F.4, and using the fact that if | |ar| [ 2  <  as there exists a positive real 

num ber a 6  such tha t ||VU(x) | | 2  <  a6, we get:

dV d V  -
—  =  —  ( £ ( * )  + ^ ( * ) r ( r ) f l ( 0 )

<  - a 3 ||x||^ +  a4 a 6 | |x | | 2 | |r (x ) ||2 |0 (O|

From the last inequality of the above equation, we have th a t if
O-ZO.5

( F . 6 )

4a4 a 6 | | r ( r ) | | 2
< 8 . ' it > 0 . then

dV
(F.7)

if -£■ <  | |x | | 2 <  a5. Using the result of theorem 4.10 reported in [KhaS9]. we have th a t 

| |x | | 2 is a bounded quantity, which implies tha t the state  of the closed-loop system  is 

bounded. A

dt'~1y>
P r o o f  o f  T h e o re m  7.3: First, we define the state  vectors Q = — —7-. i = 1

d r - 1
7i t, , 72

— 1, • • • ,  <7, c,v — [Ci C i "  ■ ^ ] T > Ci — Ci -  Co- — Co +  ~ C [ +  h 1- — —O -i
0<7 lc

Co =  [Ci ci • • • C 'F  an<  ̂ f°r ease notation, we also set:

<7 — 1

7<7

J(x) = + L’ h(x)b{z)

- 1

(F.S)

Using the above notation the controller of Eq.7.19 takes the form:

<7 — 1

U =  s ( l )  ^ - 7 0 C0 -  C i z + l  -  2 A ' ( f ) A ( C o .  4>K<r 
I  ! /= l

(F.9)

where AlAidO is an / x / diagonal matrix, whose ( i ,i )  — th element is of the form

(ICI + *)"1-
330

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Part  1: Asymptotic output tracking. Using the definition for the state vectors C,. 

v =  1, • • •, <r, and ( i , (a. the closed-loop system 

dx  3t
—  =  + f ( x )  +g{x)b(z)u  +  lU (x)r(c)0(O  q

y =  Ch{x)

can be equivalently written in the following form:

<> i =  C2

r -  71 ? 72 r la~xr +r\ a - l  ~  t > l  S 2  —  • •  -------------------------------+  C\a
7a ''la  7 a

L  = Y , - G +, - i o G - Z . ^ C +i-2I<{t)ML.v)G + I<W ( F . l i :
i/=l 7<7 u- \  la

^  -  Cx + g(x)b{z)s{x)  |-7oC<t -  -  2A'(f)A(C,.<*)(,V j

+ W{x)r(z)8

To establish the relation of Eq.7.21. we will first work with the ( . V - s u b s y s t e m  of 

E q .F .l l  and establish a bound for the state  of this system in term s of the initial 

condition and the param eter 0  (in order to simplify the presentation we will focus on 

the i-th  inpu t/ou tpu t pair). To this end. we consider the following smooth functions

V 1 : IR —► IR>o< i =  1.......

V ‘ =  j ( C ) 2 (F .1 2 )

to show th a t the time-derivative of V'1 is negative definite outside of a region that 

includes the steady state in the space and this region can be m ade arbitrarily small 

by picking 0  sufficiently small. Calculating the time-derivative of V 1 along the tra-

3 3 1
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jectories of the ^-subsystem of Eq.F.10. we have:

^  =  C ' [ - - i o C - 2 A ' ( ( K I G I  +  ® ) - I C +  A ' ( i ) ]

<  - 7 0 ( G ) 2 -  2 A - ( f ) ( | G I  +  o ) ~ ‘ ( G ) 2 +  A ' l O I G I

< - 7 0 (G ) 2 -  2A '(0(IG I +  «>)“ ‘(G )2 +  A-(f)(IGI +  ® )- '(G )2 +  ic io

< - 70(G)2 -  A(()(ICI + a ) - l |C,l(ICI -  i )
(F.13)

Clearly, if |<£| >  <t>, V'  is negative definite, which implies [KhaS9. theorem  4.10] that

there exist positive real numbers I\ > 1, a, 7 , such th a t the following bound holds

for the norm of the state of the Q -subsystem:

\Q\ < K\(Q)o\e~at+ 1 4> (F.14)

where (C)o denotes the value of Q  at time t =  0. Consider now the following 

subsystem:

cl =  C2

I (F.15)

C' — _  —  £' — — /•' _  . . .  _  I f z i/- ' 4 .S<r-1 — Si S2 Str-l ^  S<r
7<t 1<t

where Q  can be thought of as an external input. Since the param eters 7 * are chosen 

so tha t the polynomial 1 +  7 1 s +  • — f- 7 (Ts<T =  0 is Hurwitz. we have th a t there exists 

positive real numbers a<;. 7 ^  such that the following bound can be written for the 

state vector C =  [(,'{ Q ■ • • d - i ]  ° f  the system of Eq.F.15:

i c i  <  a-{ igic-',<, + 7 ( J I gii  ( f .16)

Taking the limit as f —► 0 0 . using the property that

lim(_ 00 supt>0{|Cl} =  •sup*>0{lim(_ 0o |C|}> and using Eq.F.14 we have:

lim I d  < 7<.7«> (F.17)I—*00

d . -
Picking <t>' =  ------ , the relation of Eq.7.21 follows directlv from the fact limt_ (X) k“{| <

7c. 7
lim^oo |C'|.
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Part  2: Boundedness of  the state. The proof that the state is bounded, whenever the 

conditions of the theorem hold, can be obtained by using contradiction argum ent. It 

s tarts  by assuming tha t there exists a maximal time T  such tha t for all t £  [0. T).  

the  states (x , £ , (*) of the system of E q .F .ll (note that T  always exists because the 

system  starts from bounded initial conditions). Then, the bounds tha t hold for the 

states ( x , ( . Q )  for t £  [0, T )  are derived and is shown that they continue to hold 

for t £ [0, T  +  &r]< where k j  is some positive number. However, this contradicts the 

assum ption that T  is the maximal tim e in which the state is bounded, which implies 

th a t T  = oo, and thus the state of the closed-loop system is bounded for all times.

A

P roof of Theorem 7.4: Using as defined in subsection 7.7.1. the representation

of the system of Eq.7.23, with u =  0, in the coordinates (x .r//) takes the form:

dx
—  =  C x +  W(x)r{z)6{ t )  + C l2T]f 

•T  a .  (F -1S>
£i r  =  -$ > )

Since from assumption 7.6. the system:

= £ 22„  (F.19)

is exponentially stable, we have tha t if (x ,$ ,6) are bounded, then there exist a set

of positive real numbers K f . a j , ^ Vf such that the following bound can be written for

the state  of the ^/-subsystem of Eq.F.18. for all t > 0:

t

I ll /lb  <  / '7 I M I a 6 " a' ‘ + 7 „ e ( F '20)

Using assumption 7.5 and Eq.6.15, we have tha t the following bound holds for the

s ta te  of the x-subsystem of Eq.F.18, for all t >  0:

ll*l|2 < A-,||i0||2c—1 + K. /V - " - ' ’||H<-(x)r(.-)||2|0(T)|<ir
Jo

+ A - . / V - < " r » | | £ 1J| | 2I M M r  ( F -2 1 )
Jo

<  A ' . l l x o l b c - 0 *' +  A/2II0II +  Af3s u p t>0{ | | j / / | | 2 }

3 3 3
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where A/2 =  —-— - -  —2. and A/3 =  provided tha t the initial con-
a5 a ,

dition ( ||xo|I2 ) and the inputs ( ||0 ||, ||0 ||,su p { |[77/ 11 2 }) are sufficiently small. Note 

th a t since we do not know a-priori tha t the states (x.r/y) of the system of Eq.F.lS 

are bounded, we have to work with truncations and exploit causality in order to 

prove boundedness. Let 8 be as given in the statem ent of the theorem , so that 

m.ax{||x0|| 2 , Ik /d b i ll^lli l|0||} <  8. and let 8X to be a positive real num ber tha t satis­

fies

8X > K s8 + M 28 + d (F.22)

where d is a positive real number specified in the statem ent of the theorem. Note 

tha t since I \ s > 1. 8X > 8, and using continuity with respect to initial conditions, we 

define [O.T1) to be the maximal interval in which ||x (||2 <  8X, for all t €  [0, T)  and 

suppose tha t T  is finite. We will now show by contradiction tha t T  =  0 0 . provided 

tha t e is sufficiently small.

First, notice th a t from Eq.F.19, we have tha t for all t 6 [0, T), 1177/ t11 <  K f 8  +  7 ne. 

Let e0 be a positive real number so tha t e € (0 .e0] and define 8r]/ := K j 8  -f 7 I)/eo. 

Note tha t 8Vf > 8.

L e m m a  [C T95]: Referring to the x-subsystem of  Eq.F.lS. let Eq.F.21 hold. Then,

for each pair of  positive real numbers 8.d. there exists a positive real number p‘ such 

that for  each p 6 [0,p*]. i f  m ax{ ||io ||2 i 117?/! II^IMI^II} <  8, then the solution of  the 

x-subsystem of  Eq.F. lS with x(0) =  x0 exists for  each t > 0 and satisfies:

Ik lb  <  A s |k o ||2 e~a'' +  A/2||0 || -|- yV/3 supt>p{|I77/I |2} +  d (F.23)

Applying the result of the above lemma, we have that there exists a positive real 

number p (assume without loss of generality th a t p < T) .  such th a t if 

m ax{||xo ||2,||i7 / ||, | |0 ||, | |0 ||}  < SVJ, then the solution of the x-subsystem of Eq.F.lS
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with i(0 )  =  x0 exists for each t €  [0. T)  and satisfies:

IM k <  A -,|[ i„ ||,e — * +  | |* | |+  M ,sup,>,{11^11,} +  ~  (F.24)

Substituting Eq.F.19 into Eq.Fv24, if e € (0.£o]< we have for all t e  [0. T):

d - -  -
I k l b  <  A ' .I W k e — 1! +  M ,||« || +  j  +  M s A V I M W e  <■ +  ->„*) (F '25)

From the fact tha t the last term  of the above equation vanishes as e —► 0. we have

th a t there exists an t x € (0. e0] such that if t  € (O.ei], then for all t € [0.T):

l k | |2 <  /v3||xo||2e -a^  +  M2||0 || +  d (F.26)

From the definition of 8X, the assumption tha t T  is finite and continuity of x. there

must exist some positive real number k such th a t supt^ 0,r+fcj{||x||2} <  8X. This 

contradicts th a t T is maximal. Hence, T  =  oo and the inequality Eq.7.35 holds for 

all t > 0.

Finally, letting e3 be such that -)nfe < d for all t  € [0. e3] it follows tha t both 

inequalities of Eqs.7.35-7.36 hold for e € (0, e‘ ] where e" =  min {t!. e2. e3}. A

P r o o f  o f  T h e o re m  7.6: Substituting the controller of Eq.7.13 into the system of 

Eq.7.23 and using the expression for the output derivatives of the closed-loop slow

3 3 5
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system of Eq.F.3. we have:

dx
—  =  Cx + g(x)b{z)

(7 — 1
n dx

lcjCLg j y 4- Lj  J h(x)b(z)

- i

k(x)

+  W'i (x )r (c )0 (f )  +  C u t] j

el k  = C22Vf + ^ ( x )b(z )

<7—1
n dx

l<rCLg ( + L f  ) h{x )H=)

- l

y =  Ch(x)

d»- 1,-
Defining the state vectors C„ =  ^ =  L ---,c r, the system of Eq.F.21

3 3 6

(F .27)

can be
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equivalently written in the following form:

p 

Ci =  C2 +  J 2 C L c ^ h (x )Tlf
<t=i

i a - l  =  Ca +  t l C L ^ 2h{x)Tlj
k? l 12

1 1 P
Cr =  Cl -  ^ 2 ------------- —  Ca +  — +  t l C L ^ l h (X)Vf

7a 7<r

—  =  £ x  +  0 (x )6 (x)

7a

dx
3?

-1

C -C  I E ^ i . ,  + £ / | M*) i +  £ . 2 ?/ +  w.-(x)r(.-)0

=  £ n n t  + 9- iMH:)

a —I
71 dx

^ l E - g r i . , +  £ / )  M *W -)

-1

< - C +  Ll \  ,1<x >} +  W2(x)r(z)$(t)  +  +  J j i )

(F.2S)

Performing a two-time-scale decomposition, it can be shown that the fast dynamics 

of the above system is locally exponentially stable, and the reduced system takes the
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form:

Cl =  Cl

C - 1  =

c  =

cS a

!a- 1 ,.s 1 ̂ , -s 7 l  - j  - -j
“ ~ C l  “  ~ ^ > 2 ---------------—  Cr +  -Vta la It7 la

dx
dt
—  =  £ x  + g{x)b(z)

(  n dx  \ C 1 1 *
^ CLS \ X - Q 7 L ° , + L f )  h^ = )

(F.29)

c -  C +  Lf  ) h{x) J +  Wr( i) r ( : )«

From theorem 7.2. we have th a t the state of the above system is bounded. Using the 

result of theorem 7.4. we have that the state of the closed-loop system of Eq.F.27 is 

bounded provided th a t the initial conditions, the uncertainty, the rate of change of 

uncertainty and the singular perturbation param eter are sufficiently small. Using the

3 3 8
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auxiliary variable =  C„ — C*. v  — 1 a - the system of Eq.F.‘2S can be written as:

Ci =  C2 +  t 2 CLc*3h(x)rif
k=i

Cct-i — Cr +  h(x)r]f

dx
dt

k=l

- - C  - S I  S2 —la la
la -l  1t* +  — v + '£CLl'c; lh(ir)Vf
la 1,

=  C x  +  g{x)b(z)

a k= 1
\ <T — 1

( n d x
lL/~QzLaj + L/J h(x)b(:)

- 1

C + C* - c ( +  L ,  | A(x) } + A rt/ + H'(i)r(c)«

<7—1n .
-1

I f  +  <* - C +  £ / j  *<*) J  +  H '2 (i)r(--)«(<)

, ,d~5 . dzs ■
+C{l f r X + l 6 S]

(F .30)

Using the fact th a t the state of the above system is bounded and the equality (,V(0) =

C*(0). holds V v  =  1 er. the following bounds can be written for the evolution of

the states (,' =  [ t f  ( J  . . .  Cj]T- 7/ of the above system:

ICI <  A / 4 II7 / I I 2

t_ (F.31)

II7 / I I 2 <  A ' / | | i / / o | | 2C / f + 7 r , / f

where M 4 is a positive real number. Combining the above inequalities, we have:

t

ICI <  M , K , \ \ mo\ \ + M 4%,e  (F '32)

Since A/4, A'/, I |^7/o| I2 - lnf are some finite numbers of order one, and the right hand side 

of the above inequality is a continuous function of e which vanishes as e —♦ 0, we have

3 3 9
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t
th a t there exists an e~ such th a t if e € (0. e“], then A/4A'/1177/ 01[2 e ’ f- +  <  d.

V t > 0. Thus. ) -  £ ( f  )| =  |Ci(<)| <  |Ci«)l <  |C(0I <  d, V t > 0. A

P r o o f  o f T h e o re m  7.7: The detailed presentation of the proof of the theorem  is 

too lengthy and will be om itted  for brevity. Instead, we will provide a brief outline 

of the proof. Initially, it can be shown, following analogous steps as in the proof of 

theorem 3. that the state  of the closed-loop reduced system of Eq.7.42 is bounded 

and the there exist positive real numbers A'e. a e, 7 e such that the following estim ate 

holds for the <-th output error for all t > 0 :

\y' - i ’1 <  A'e|(^* -  t’') 0 |e_a' ‘ +  7 eC) (F.33)

where (y 1 — i>‘ ) 0  is the output error at time t =  0. Picking <t>' =  we have th a t for
-7e

<j> e  (0 . o’\.

Iy l -  t’*| <  A'e|(27* -  ^  (F.34)

Now. referring to system of Eq.7.41 we have shown that satisfies the assum ption of 

theorem 7.4 (the state  of the uncertain closed-loop reduced system is bounded and 

the boundary layer is exponentially stable) and thus, the result of this theorem  can 

be applied. This means tha t for each positive real number d. there exist positive 

real numbers ( K e, d e,%.S) .  such tha t if d € (0 . <6 *] there exists an e’ (d>) such tha t, 

if m ax{||x 0 | | 2 , 1 1  ̂ 7 /0 112 II^IMI^II} <  <5< 0  € (0 ,</>"] and e € (0 , £*(<?)], the sta te  of the 

closed-loop system of Eq.7.41 is bounded and the the following estim ate holds for the 

output error for all t > 0 :

<  A'e|(t/' -  i>')o|e-a ' '  +  7e0 +  -  (F.35)

Taking the limit as t —► 0 of the above inequality, we have tha t if 

r o a x { | | x „ | | 2, I|t?/0 | |2, | | 0 | | ,  | | 0 | | }  < < $ ,© €  (0 , 0 *] and e € (0 ,e*(^)], then:

lim \y' -  u'| <  7 e 0  +  ^  <  d (F.36)f —* 0 0  2t

340
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A ppendix  G

Proofs o f C hapter 8

P roof o f proposition 8.1:

The proof of the proposition will be obtained in two steps. In the first step, we will 

show th a t the system of Eq.8.17 is exponentially stable, provided tha t the initial 

conditions and e are sufficiently small. In the second step, we will use the exponential 

stability property to prove closeness of solutions (Eq.8.22).

Exponential stability: First, the system of Eq.S.17 can be equivalently written as: 

dx
- j -  =  A 3x s +  / s(x 5 ,0) +  [fs{xs. x f ) -  f 3(xs,0)]

L  (G ' U
t - g f  =  A f t Xf + e f f ( x „ x f )

Let /zj, ^ 2  with > a 4  be two positive real numbers such that if |xs| <  and 

I k / lb  <  P-2 ' ^hen there exist positive real numbers (k\,  fc2, ^3 ) such that

|/ , ( x „ x / )  -  / a( x „ 0 )| <  M k / l b  

\ \ f f {xs.x j ) \ \2 < fca|x ,| +  fc3||x / | | 2

Pick pi < a4 < and y 2 < From assumption 8.3 and the converse Lyapunov 

theorem for finite-dimensional systems [Kha92, Theorem 4.10], we have tha t there 

exists a smooth Lyapunov function V  : H 3 —► IR>o and a set of positive real num ­

bers (<zi. a2. a3. a4. a5). such th a t for all x s € H s tha t satisfy |x| <  a4, the following

3 4 1
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conditions hold:
a ita l2 < V'(xa) < a2|xs|2 

d V
V ( x s ) = — [̂ 4sxs + / , ( x „ 0 )] < - a 3|x3|2

o x ,  (G.3)
, 9 V .

W £  as|1 - 1

From the global exponential stability property of the fast subsystem of Eq.S.lS (as­

sumption 8 .2 ), and the converse Lyapunov theorem for infinite-dimensional systems 

[Wan64 , Wan66a], we have that there exists a Lyapunov functional W  : 'Hj —► IR>o 

and a set of positive real numbers (6X, 62, 63,64), such that for all x j  6 TC/ the following 

conditions hold:
bi\\x f\\l < W { x f ) < b2\\xf \\l

*(„, = < - j||i/||i (G 4)
d W

l l ^ l l a < 6 4 l k / l | 2

Consider now the smooth function L : H s x H j  —* IR>o:

L { x s, x f ) = V'(xa) +  W ( x f )  (G.o)

as Lyapunov function candidate for the system of Eq.G.l. From Eq.G.3 and Eq.G.4 . 

we have that L ( x a. X f )  is positive definite and proper (tends to +00 as |xa| —► 00. 

or ||x /||2 —* 00), with respect to its arguments. Computing the time-derivative of L 

along the trajectories of this system ,and using the bounds of Eq.G.3 and Eq.G.4 and

3 4 2
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the estimates of Eq.G.2, the following expressions can be easily obtained:

, d V  . d W  .
L ( xSJx j )  =  —  x +  -x— x / +

O X s  O X  f

^  \   ̂ ^  I I  ’

<  +  /»(**» ° ) ]  +  ^ - [ / * ( * » * * / )  - / « ( * s . o ) ]  +

dH-'

<  - a s k s l 2 +  a s f c i | x » | | | x / | | 2 ~  j \ \ x j \ \ l  +  64 | k / | | 2(A'2|a:,| +  M k / | | 2 )

<  - a 3| x s |2 +  {a5ki  +  &4fc2) | x , | | | : i : / | |2 ~  ~  M s J l k / l b

< -
k r lh a-z

a5ki -f b4ki 63
 ----------------  o4Ar3

F«l
lk / ! b

Defining ei = a 3 6 3

(G.6)

Q364fc3 +
we have tha t if e € (0, e i) then L( x 3. x  j )  < 0,

which from the properties of L  directly implies th a t the sta te  of the system of Eq.G .l 

is exponentially stable, i.e.. there exists a positive real num ber a  such that:

F /  2
<  e— dt Mi

Mi
(G.7)

Closeness of  solutions: F irst, we define the error coordinate e /( r )  =  x / ( r )  — .r/( r) . 

Differentiating e /( r )  with respect to r ,  the following dynamical system can be ob­

tained:
dej

=  A/ t e j  +  e f j ( x 3, ej  +  x j ) (G.S)

Referring to the above system with t =  0, we have from the properties of the 

unbounded operator A j t (assumption 8.2) and the converse theorem of [Wan64, 

Wan66a]. tha t there exists a Lyapunov functional W  : H j  —► IR>0 and a  set of 

positive real numbers (6t . &2<63.64), such that for all ej  £ H j  the following conditions

3 4 3
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Computing the time-derivative of W( ej )  along the trajectories of the system of Eq.G.S 

and using tha t | | / / ( x s, e / ) 112 5; 11e/ 112-hA:5, where k4. k5 are positive real numbers

(which follows from the fact th a t the states (xs,x / )  are bounded), we have: 

d W
< 3̂ ! ie/l I2 +  eki|k/H2(fci||e/||2 +  ks) (G 10)

<  — ( 6 3  — e6 4 A:4 ) | |e / 1 -(- e6 4 Ars||e/1[2

6 3
Set e2 =  t t ~ an<  ̂ £" =  min {£ii 2̂ }- From the above inequality, using theorem 4.10

6 4 K4

in [Kha92], we have tha t if e € (0 ,e‘ ), the following bound holds for | |e / ( r ) | | 2  for all 

t £  [0,0 0 ):
t

I M r f l k  <  A j I M O J I I ^ e  +  £«., ( G ' U )

where 6ef is a positive real number. From the above inequality and the fact that 

lle/ ( 0 ) | | 2 =  0 , the estim ate xj ( t )  =  x /(~ ) +  0(e)  follows directly.

Defining the error coordinate e3(t) = x s(t) — x s(t) and differentiating es(t) with 

respect to tim e, the following system can be obtained:

^  =  A , e ,  4- f s{xs + es. x j )  -  f s{xs) (G. 12)

The representation of the system of Eq.G.12 in the fast time-scale r  takes the form:

~  =  e[Ase, + f s(x,  + ea, x f ) -  f s{xs)} ( G . 1 3 )

where (es,x a) can be considered approximately constant, and thus using tha t |es(0 )| =  

0  and continuity of solutions for es(r ) , the following bound can be written for es(r )  

for all t  € [0 , r^]:

M t )|  <  e/:6r6, V  r € [ 0 . r 6) ( G . 1 4 )

3 4 4
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where k6 is a positive real number and r*, =  — =  0 (1 ). with tb =  0(e) > 0 is the time 

required for x f (t) to approach x(f), i.e. | |x / ( t ) | |2 <  kTe for t £ [fj.oo). where k7 is a 

positive real number. The system of Eq.G.12 with x4(f) =  i f ( t )  =  0 is exponentially 

stable (assumption 8.3). Moreover, since x 3(t) decays exponentially, the system  of 

Eq.G.12 is also exponentially stable if xj ( t )  =  0. This implies that for the system:

^  =  A ses + f 3(x3 + e3.0) -  f 3(x3) (G.15)

there exists a smooth Lyapunov function V' : H s —> IR>0 and a set of positive real

numbers (a t , a2, d3 » d4, a5), such tha t for all es 6 7is tha t satisfy |e4| <  a4 the following

conditions hold:
ai\es\2 < V(es) < a2|ea|2

- d V
V(es) =  —  [A3es + f s(xs + e310) -  f s(x3)\ < - d 3|es|2

C/&S ( Cj . 1 u)
d V

Com puting the time-derivative of V'(ej) along the trajectories of the system of Eq.G.12 

and using tha t for t € [tft.oo) \f3(xs + es, x f ) -  f a(xs +  ea,0)| < fcs||a: / | | 2  <  k7k8e. 

where ks is a positive real number (wThich follows from the fact that the states ( xs,Xf)  

are bounded), we have for all t £ [2*,, oo):

C(es) <  - d 3|es|2 +  ^7t 8a 5|ej|e (G.17)

From the above inequality, using theorem 4.10 in [I\ha92] and that |es(^)[ =  0 (e), 

we have tha t the following bound holds for |es(t)| for all t £ [^.oo):

M O | < eSes (G.1S)

where SCl is a positive real number. From inequalities of Eqs.G.14-G.18, the estim ate 

xs(t) =  x 3(t) +  0 (e) for all t > 0 follows directly. A

P roof o f proposition 8.2:

The proof of the proposition will be obtained following a two-step approach similar 

to the one used in the proof of proposition 8.1.

3 4 5
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Exponential stability: This part of the proof of the proposition is completely analogous 

to the proof of exponential stability in the case of proposition 8 .L  and thus, it will 

be om itted for brevity.

Closeness o f solutions: From the first part of the proof e 6  (0. e” ). Defining the error

coordinate e 3 (t) =  x 3 ( t ) — x s(f) and differentiating es(<) with respect to time, the

following system  can be obtained:

- j l  =  A 3e3 + f 3(x3 + es, x j )  -  f 3{x3, x f ) (G.19)

where i j  =  E 0 ( is )  +  +  e2 S 2 (x3)-4 -------h ekE,k(xs ). From assumption 8.3 and

the fact th a t x 3{t) decays exponentially to zero, we have th a t the system:

=  A 3es + f s{x3 + e3, x f ) -  f 3{xs. x f )  (G.20)

is exponentially stable, which implies that there exists a smooth Lyapunov function 

V : H s —+ IR>o and a set of positive real numbers (d j, d2 , a3, d4, a 5), such tha t for all 

i 3 € H,  th a t satisfy |e»| <  a4 , the following conditions hold: 

d i |e s | 2  <  Vfe,) <  a 2 |e s | 2 

- d V
V{es) =  +  f s {x3 + i 3. x f ) -  f s (xs ,xj )]  <  - d 3|c ,| . . .

(jcs (0.21)

! « '
' d i ,
•rH  <  |es|

Computing the time-derivative of V’(es) along the trajectories of the system of Eq.G.19
A1 t

and using th a t for t € [O.oo) \ fs{x3 + e 3 . X f )  -  f 3[xs +  es, i ; ) |  <  {kiek+l +  k2t  e ),

where k i , k 2 are positive real numbers, we have for all t G [0,0 0 ):

Aj t
(G.22)

L'(es) <  - a 3|ea|2 +  ( ^ e ^ 1 +  k2e e )d5|es|

From the above inequality, using theorem 4.10 in [I\ha92] and the fact th a t |es(0)| =  0, 

we have tha t the following bound holds for |es(f)| for all t € [0,0 0 ):

Ai t
| e , ( 0 l  < A'eT + Kek+1 (G-23)

3 4 6

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



^1 t
where K . K  are positive real numbers. Since the term A’e e vanishes outside the 

interval [0,<&] (where tb is the tim e required for x j  to approach i f ) .  it follows from 

Eq.G.23 that for all t € [f6.oo):

IM G  I <  A'e*+1 (G.24)

From the above inequality, the estim ate x 3(t) = i 3(t) +  0 (e /;+1). for t > tb. follows

directly. A

Proof o f theorem  8.1:

Substituting the output feedback controller of Eq.8.34 into the system of Eq.S.17. we 

get:

^  =  A si] + f s{T].e'£l {r),u) + e2Tl2{T),u) + --- + ek?:k{T}.u))

+B* iPoiv) + Qo(xs )v + e[pi(r/. e) +  Qi(ij. e)i’]

+ • • • + ek[pk(rj, e) +  Qk{p,  M ’])

+L{y -  \C-q +CeT,1(T), u) + €2T,2(t] . u) 4 h e*Efc(?7 , u ) ] )

^ — =  A ,x s + B 3{po(T)) + Q 0 ( x 3 ) v  + e[pi{T),e)+ Q l (r),e)v] (G.25)

+  ■■■ +  ek \ p k {T] . e)  +  Q fc( i / ,c )  v])  + / , ( x „ x / )

dx  j
=  ■Ajex j  + tBj{po{ri)+Qo{Xs)v + t\pl {i),e) + Q l {ri.t)v

+  • • • +  ek[pk{rj. e) +  Qkiv? M ’]) +  e f j ( x 3. x f ) 

y'  =  Cxs +Cxf .  i =  1 ,___/

Performing a two-time-scale decomposition in the above system, the  fast subsystem 

takes the form:

dXf  =  A JtXj  (G.26)
8 t

which is exponentially stable. Furtherm ore, the 0 ( e k+l) approximation of the closed-

3 4 7
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loop inertial form is given by:

^  =  A st) +  7 , ( 77, +  e2S 2(7?,u) H b ekEk{y, u))

+ B *  { P o i v )  +  $ o ( x , ) v  +  e[pi(77. e) +  Q i { t} ,  c)v]

+  --- +  cfc[pfc(i/,e) +  (?ik(i?,eH)

+L{y  -  [C77 +  CS°(7/ ,u)  -b eS l (/7 ,u ) +  e2 S 2 (f/.u) -I b t k^ k{r}. u) )

dx
- A  =  +  f 3{x3, tT, l {x3, u )  +  e 2S 2( x s , n )  H b cfcS fc( r , .  u ) )
at

+ B3 (po(??) +  Qo(*.)t> +  «) +  Qi(»/, e)u]

-b • • ■ +  efc[pfc(r/, c) +  @*(77, e)i?]) 

y ‘s =  Cx, -bC[eEl (x ,.u ) 4- e2E 2(x ,,u )  H-------b ek^,k(x3, u)], 7 =  1.............../
(G.27)

Referring to the above closed-loop ODE system, assumption S.4 yields that it is 

exponentially stable and the output y3, i =  1 , . . . ,  L changes in a  prespecified manner. 

A direct application of the result of proposition 8.2 yields th a t there exist constants 

P i, /}2, e* such tha t if |x ,( 0 )| < p i, | |x / ( 0 ) | | 2  <  £ 2  and e 6  (0 , e*], such th a t the closed- 

loop infinite-dimensional system is exponentially stable and the relation of Eq.8.35 

holds. A

3 4 8
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