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a b s t r a c t 

Facilitated by the increasing importance and demand of semiconductors for the smartphone and even 

the automobile industry, the plasma-enhanced atomic layer deposition (PEALD) has gained tremendous 

industrial interest as it offers a way to efficiently deposit thin-films with ultra-high conformity. A series 

of studies have been carried out to elucidate the mechanisms and the concept of the PEALD process. 

Despite the great deal of research effort, PEALD processes have not been fully characterized from the 

view point of process control. This study aims to use a previously developed multiscale computational 

fluid dynamics (CFD) simulation model to design and evaluate an optimized control scheme to deal with 

industrially-relevant disturbances. Specifically, an integrated control scheme using a proportional-integral 

(PI) controller and a run-to-run (R2R) controller is proposed and evaluated to ensure the deposition of 

high-quality conformal thin-films. The PEALD process under typical disturbances is simulated using the 

multiscale CFD model, and the integrated controller is applied in the process domain. Using the con- 

troller parameters determined from the open-loop results, the developed integrated PI-R2R controller 

successfully mitigates the disturbances in the operating pressure and the gas bubbler temperature with 

the combined effort of both controllers. 

© 2021 Elsevier Ltd. All rights reserved. 
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. Introduction 

The continuous advancement and achievement of break- 

hroughs in semiconductor technologies and the increasing growth 

f the semiconductor market have been leading to the enormous 

nvestment for the development of thin-film materials. Thin film 

aterials, as a crucial and fundamental component of the entire 

emiconductor industry, have been extensively investigated with 

he high priority to enable the microelectronic devices to be minia- 

urized further. The shrinking of the devices greatly reduces the 

verall dimension of the end product including personal comput- 

rs and smart phones. To implement miniaturization, high- κ thin- 

lm materials have received attention, which have better thermal 

tability and excellent performance in capacitance and charge mo- 

ility compared to the traditional gate oxide SiO 2 . Despite the ap- 

arent advantages of high- κ materials such as TiO 2 ( Kukli et al., 

0 0 0 ), HfO 2 ( Liu et al., 2005 ), Al 2 O 3 ( Gakis et al., 2019a; 2019b )
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nd ZrO 2 ( Yun et al., 2004 ), it is challenging to deposit high- κ ma-

erials through the ALD process due to the associated issues in- 

luding the halogen atom residue in films, high impurity contami- 

ation, and slow deposition rate. 

To tackle these issues, PEALD has been proposed as a substitute 

f the ALD due to a variety of significant benefits. First of all, the 

EALD features the utilization of high-energy species ( Won et al., 

005 ), which allows the reduction of the temperature require- 

ent and the increase in the reactivity of the precursors. There- 

ore, PEALD is particularly effective for the temperature-sensitive 

aterials ( Joo and Rossnagel, 2009 ). In addition, the PEALD is ex- 

ected to reduce the contamination and the energy consumption, 

nd enhance the deposition throughput. As one of the most impor- 

ant thin-film materials, the deposition HfO 2 using PEALD has not 

een yet extensively characterized. Thus, this work focuses on the 

EALD process for the deposition of HfO 2 thin-films as a promising 

igh- κ material. 

In PEALD, two crucial operating factors are considered. First, the 

election of precursors should be carefully performed. Specifically, 

or the deposition of HfO 2 thin-film via PEALD, amino-containing 

etal organic compounds, such as tetrakis(dimethylamino)hafnium 

TDMAHf), tetrakis(ethylmethylamino)hafnium (TEMAHf), and 

https://doi.org/10.1016/j.compchemeng.2021.107267
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etrakis(diethylamino)hafnium (TDEAHf), are often used as the 

afnium precursors due to the spontaneous formation of N-H 

ydrogen bonds that reduces the energy barrier ( Kukli et al., 

0 0 0; Liu et al., 20 03; Shi et al., 2011 ). On the other hand, for

he oxygen precursor of the high energy plasma, a variety of 

hoices have been studied, including ozone plasma, water plasma 

nd oxygen plasma ( Rai et al., 2010; Kanomata et al., 2014 ). 

econd, the reactor design and configuration also greatly impact 

he produced thin-film material. Although the deposition occurs 

n the wafer surface, the quality of the final product is highly 

ependent on the gas-phase transport profile development in 

he main reactor chamber. Despite the variety of existing plasma 

eactor designs, remote plasma reactor, which is the focus of this 

ork, is considered as the most balanced and suitable option to 

mplement the PEALD process. A distant plasma source is used in 

emote plasma reactors to protect the substrate surface from the 

otential damage caused by sputtering, i.e., the bombardment of 

he film by excessive high-energy radicals ( Won et al., 2014; Jeon 

t al., 2007 ). 

Although the PEALD has many benefits, it has also restrictions 

uch as high operation cost and operational complexity. One ap- 

roach to address its limitations ( Lee et al., 2006; Profijt et al., 

011 ) is multiscale modeling, which provides a holistic perspec- 

ive of the PEALD process. Therefore, the simulation results are 

xtremely helpful to understand the complicated interaction be- 

ween the microscopic surface domain and the macroscopic gas- 

hase domain. Moreover, many studies have focused on the char- 

cterization of the thermal ALD and the PEALD using simula- 

ion. For example, an inductively coupled plasma (ICP) reactor 

as characterized by a simulation model created by Tinck and 

ogaerts (2011) . Gerogiorgis and Ydstie (2005) , and Epelle and 

erogiorgis (2017) also attempted to model the gas transport do- 

ain using the CFD model. While most of the studies focus on 

ither the gas-phase or the microscopic domain, originally in- 

pired by Crose et al. (2015) , Zhang et al. (2020b) has proposed 

n efficient way to connect both domains in an integrated multi- 

cale CFD model. Based on previous effort s by Ding et al. (2019) ,

ing et al. (2020) , and Zhang et al. (2019) , the constructed multi-

cale CFD model has been able to accurately characterize the en- 

ire process domain of PEALD, and the methodology and results 

ave been validated by experimental data. Moreover, by applying 

achine-learning techniques, Ding et al. (2021) derived a data- 

riven model tailored for the PEALD process, from which a set of 

ptimal operating condition was derived. 

All aforementioned series of work on the detailed and effi- 

ient models has cleared the obstacles to construct a reliable con- 

rol scheme for the PEALD operation. Due to the sensitivity of 

he deposition quality to various operating parameters, the pro- 

ess disturbance should be carefully and efficiently mitigated. Al- 

hough Zhang et al. (2020a) developed an integrated feedback con- 

rol scheme for the batch thermal ALD system, currently there 

till lacks a proper guideline to perform process control for the 

EALD system. Thus, in this study, inspired by Zhang et al. (2020a) , 

 novel control methodology that integrates proportional-integral 

PI) control and run-to-run (R2R) control is used to eliminate the 

ffect of disturbances in the operating pressure and the precursor 

ubbler temperature. The contribution from both controllers com- 

lements one another, and the result is demonstrated through the 

edicated case study of the developed multiscale CFD model. 

. Multiscale CFD modeling of PEALD 

The following section covers a brief introduction for the 

reviously developed HfO 2 PEALD multiscale CFD model, 

hile more specific details and specifications can be found in 

hang et al. (2020b) . In total, three domains are discussed. The 
2 
acroscopic scale involves two domains characterized by the CFD: 

he ICP plasma generation domain and the gas-phase transfer 

omain. The microscopic scale is characterized by the surface 

eposition reaction domain, which is described by the kinetic 

onte-Carlo (kMC) method ( Fig. 1 ). 

.1. Macroscopic modeling 

As mentioned in Section 1 , the inductively coupled plasma (ICP) 

eactor is characterized based upon the Gaseous Electronics Con- 

erence (GEC) cell proposed by the National Institute of Standards 

nd Technology (NIST). The modeled plasma reactor uses magneti- 

ally activated species as a high quality plasma source. The plasma 

hamber configuration is shown in Fig. 2 . 

The ICP plasma generator uses the alternating current (AC) to 

nduce the magnetic field, in which the operating power of the AC 

enerator is set to 20 0 0 W, and the radio-frequency (RF) of the 

urrent is 13.56 MHz. The Ampere-Maxwell equation is used for 

odeling the electromagnetic field: 

→ 

 

(
ε f 

→ 

B 

)
= 

→ 

J + εo 
∂ 

→ 

E 

∂t 
(1) 

here εf is the electric permeability of materials, � B is the magnetic 

eld, � J is the current density, εo is the electric permeability of free 

pace, � E is the electric field, and t is the time. 

The two neutral species, oxygen and argon, are fed into the ICP 

lasma chamber throughout the entire deposition process. Argon 

s used as a carrier gas and it is constantly injected into the ICP 

hamber to maintain a baseline pressure. When the oxygen plasma 

recursor is required, the oxygen injection valve is activated and 

xygen is pumped into the ICP chamber and, at the same time, the 

agnetic field is activated to generate the plasma species. The de- 

ails on the plasma generation reactions involving both argon and 

xygen can be found in Zhang et al. (2020b) , as well as their cor-

esponding kinetic parameters. In this work, COMSOL Multiphysics 

s used to solve the plasma domain profile through finite element 

ethod. Based on the given operating conditions and boundary 

onditions, a frequency-transient solution for the plasma profile is 

olved. The typical time-scale for the achievement of steady-state 

nside the ICP plasma generator is around 10 −3 s, which is sig- 

ificantly faster than that of the main reactor chamber. Therefore, 

he plasma generation domain can be decoupled from the reactor 

hamber domain without sacrificing the accuracy of the solution in 

hat the interaction between the two domains are minimal. Specif- 

cally, the computed plasma profile towards the ICP chamber outlet 

s used as the inlet profile of the main reactor chamber. 

The quality of the deposited HfO 2 thin-film is strongly related 

o the microscopic surface reactions, of which the dynamics is di- 

ectly influenced by the macroscopic gas profile of the main re- 

ctor chamber. In this paper, the ASM International EmerALD XP 

eactor, as a prototype, was used and the geometry optimization 

as performed to achieve the optimal concentration uniformity on 

he surface ( Lee et al., 2006; Zhang et al., 2020b ). As shown in

ig. 3 , the horn-shaped reactor is adopted that provides the es- 

ential guidance of the inlet gas flow and the uniformly developed 

ow distribution. In the reactor chamber, the gas species travel to 

he substrate surface and react with the surface species. Unused 

recursors and carrier gas are then purged from the reactor with 

 vacuum pump. Although the dynamic pressure inside the reactor 

ay vary due to the precursor injection and gas purging, the vac- 

um pump maintains the operating pressure of 100 Pa under the 

onstant flow of 300 sccm Ar at the inlet. In addition, the bubbler 

o generate the inlet stream is not explicitly constructed, which op- 

rates at the temperature of 348.15 K to achieve the precursor va- 

or pressure of 133 Pa ( Hausmann et al., 2002 ). Ansys Fluent uses 
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Fig. 1. An overview of the multiscale CFD model and workflow. 

Fig. 2. (a) The cross-sectional view of the plasma reactor. Shaded area represents solid regions of circuit wall and circuit coils. Unshaded area represents fluid regions. The 

arrows represent the directions of the flow at inlet and outlet. (b) The number density distribution of O radical in the plasma reactor. 
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nite volume method to solve the governing equations of momen- 

um, energy, and species transfer, which are shown as below in the 

ensor form ( Fluent, 2013 ): 

∂ 

∂t 
(ρE) + ∇( � v (ρE + P )) = ∇ (k ∇ T − �h 

�
 J + ( ̄τ̄� v )) + S h (2)

∂(ρ
−→ v ) 

∂t 
+ ∇ · (ρ−→ v −→ v ) = −∇P + ∇ ·

(
τ
)

+ ρ
−→ 

g + 

−→ 

F (3) 

= μ
[ (∇ 

−→ v + ∇ 

−→ v T 
)

− 2 

3 

∇ · −→ v I 
] 

(4) 

∂ 
(ρY i ) + ∇ · (ρ� v Y i ) = −∇ · � J i + R i + S i (5) 
∂t 

3 
 

 i = −ρD m,i ∇ Y i − D T,i 

∇ T 

T 
(6) 

�
 

 i = M w,i 

N r ∑ 

r=1 

R i,r (7) 

here ρ is the fluid density, E is the internal energy of the fluid, 
 v is flow field velocity, P is the static pressure of the system, T 

s the flow field temperature, k is the thermal conductivity, τ is 

he stress tensor, h is the enthalpy, 
−→ 

J is the fluid diffusion flux, 
 

g is the gravity, F is the external force exerted on the flow field, 

is the viscosity, I is the unit tensor, Y is the mass fraction, S h , R
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Fig. 3. (a) Reactor geometry used in the 2D axisymmetric model. (b) Reactor geometry used in the full 3D model. (c) Demonstration of the three wafer regions (inner, 

middle, and outer) versus the distance from the wafer center. 
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nd S are the heat, reactions and mass transfer source terms, re- 

pectively, and D m 

and D T are the mass and thermal diffusivities. 
�
 

 is the total reaction rate, M w 

denotes the molecular mass, N R is 

he total number of reactions, and R r is the individual rate of gen- 

ration/consumption, which is governed by the rate constant. For 

ll the above variables, subscript i refers to the i th species. More 

etails regarding the specifications of the reactor geometry, CFD 

heory and model setting can be found in Zhang et al. (2020b) . 

.2. Microscopic surface model 

A microscopic surface model for the deposition of HfO 2 thin- 

lm was described in Ding et al. (2020) . Here, a brief introduc- 

ion of the developed microscopic model is presented, including 

he structural assumption of the HfO 2 thin-film, deposition reac- 

ion sets and corresponding kinetic rates, and the formulation of 

he 3D kMC model. At low temperature, which is the character- 

stic of the PEALD process, HfO 2 typically appears in monoclinic 

tructure Kumar et al. (2017) . For the initial stage of the PEALD 

ycles, the hydroxylated monoclinic (111) surface is used as the 

avored starting surface as shown in Fig. 4 . Although it is desir- 

ble to capture the entirely realistic lattice domain, an approxi- 

ated tetrahedral lattice is adopted to reduce the computation de- 

and, similar to the methodology used by Ding et al. (2019) to 

apture the deposition of SiO 2 using thermal ALD. This approxima- 

ion, however, maintains the connectivity between elements and 

he layer periodicity observed in the real lattice. In addition, the 

ize of the simulated lattice is set to be 1200 ×1200 ×N layer to en-

ure size-independence of the simulation result, where N layer is the 

otal number of layers deposited ( Huang et al., 2010 ). 

The PEALD process shares the similar alternating half-cycle 

cheme with the traditional thermal ALD. During each half-cycle, 

ach precursor stream will be introduced into the reactor and 
4 
urface reactions occur, where the atoms of the desired element 

re chemically deposited to the current surface. A common choice 

or the Hf-Cycle precursor is TDMAHf. During the Hf-Cycle reac- 

ions, TDMAHf undergoes a series of dissociative chemisorption 

teps, where the dimethylamine (DMA) groups from the TDMAHf 

olecule are released, so that a bond can be formed between the 

f atom and the surface oxygen atom. For the O-Cycle, oxygen 

lasma is used as the precursor, which contains molecular oxygen, 

tomic oxygen, as well as the derived high energy oxygen radicals 

nd ions. Plasma reactions are usually highly complex. However, 

rom existing literature, we were able to establish a simplified, 

et chemically comprehensive, reaction set to reduce the computa- 

ional complexity ( Jeon and Won, 2008; Shirazi and Elliott, 2014 ). 

he reaction mechanism used in this work is shown in Fig. 5 . Es-

entially, during the introduction of oxygen plasma, the surface 

MA groups from the previous Hf cycle are oxidized and replaced 

ith hydroxyl groups, which enable the further deposition of the 

ext half-cycle. 

In the developed microscopic model, reaction rates are com- 

uted using the transition state theory (TST) and the collision 

heory ( Cortright and Dumesic, 2001 ). From the TST theory, the 

ates of thermodynamically activated reactions follow the general 

rrhenius-type rate equation as follows, 

 rxn = A exp 

(−E a 

RT 

)
(8) 

here E a is the activation energy of the transition state complex, 

 is the pre-exponential factor of the Arrhenius equation, R is the 

niversal gas constant, and T is the surface temperature of the sub- 

trate. On the other hand, for the athermal gas-surface reactions, of 

hich the activation energy is not well-defined, the collision the- 

ry is used to describe the kinetic rates of those reactions. The re- 

ction rate formulation using the collision theory is demonstrated 
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Fig. 4. The representation of the simplified lattice and the fully-hydroxylated surface slab of HfO 2 . Top: The approximated lattice with examples of adsorbed species. PsHf 

and CsHf represent the physisorbed and chemisorbed precursor, respectively, HfL2 represents the deposited Hf terminated with two dimethylamino ligands, and PsO1 and 

PsO2 represent two distinctively physisorbed oxygens, respectively. Bottom: hydroxyl-terminated HfO 2 slab. 
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s follows, 

 phs = 

p 

RT 

√ 

8 RT 

πm 

s c N a σ (9) 

here m is the precursor molar mass, σ is the surface area of the 

attice unit cell, N a is the Avogadro number, and s c is the sticking 

oefficient, of which the values are obtained from Dorsmann and 

leijn (2007) . 

As mentioned in Section 1 , the microscopic surface dynamics 

s modeled using the kinetic Monte-Carlo (kMC) method. Specif- 

cally, a customized n -fold hybrid kMC algorithm developed in 

ing et al. (2019) is used. Following the kMC procedure, reactions 

re selected and the corresponding time progression is determined. 

n the kMC algorithm, an important parameter is the total reaction 

ate, r total , which is calculated as the sum of all reaction rates, 

 total = 

N ∑ 

i =1 

r i (10) 

here r i represents the individual reaction rate of a system of N

ndividual reactions, which are arranged in an arbitrary order. Af- 

er the total reaction rate is found, a random number, γ1 ∈ (0 , 1] , is

enerated to determine the reaction that will occur next using its 

ssociated normalized indicator, l i ∈ (0 , 1] , which is the total nor-

alized probabilities of the previous events in terms of the arbi- 
5 
rary order: 

 i = 

∑ i 
j=1 r 

j 

unweighted 
C j ∑ N 

k =1 r 
k 
unweighted 

C k 
, i = 1 , ..., N (11) 

here the unweighted rate of reaction, r unweighted , will be weighted 

ccording to the concentration of the reactant, C. For example, if 

he generated random number falls between l i −1 and l i , then the 

 th reaction will be carried out next. The detail of the rate compu- 

ation can be found in Ding et al. (2020) . Additionally, for the time 

rogression of the system, a second random number γ2 ∈ (0 , 1] is 

enerated and the time of each reaction, regardless of its individual 

ate, is computed as follows: 

t = 

− ln γ2 

r total 

(12) 

. Control scheme 

The stringent quality requirement of PEALD demands the op- 

rating conditions to be consistent throughout the entire depo- 

ition process. Therefore, disturbances to the reactor operations 

ust be effectively evaluated in various deposition processes to 

nsure the final film quality. Traditionally, feedback control sys- 

ems have been used to eliminate the effect of disturbances in 
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Fig. 5. The adopted reaction mechanisms for both half cycles. The black arrows represent the reaction set, and the red arrows represent the diffusion of protons. (For 

interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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eal-time. The performance of the feedback control has been ex- 

ensively proved in various processes, including the application of 

lasma enhanced chemical vapor deposition (PECVD) ( Armaou and 

hristofides, 1999 ), which is very similar to PEALD. In the feedback 

ontrol system the measurement of the control variable is con- 

tantly fed back to the controller. The controller then compares the 

eviation of the measured value with the set point value and sets 

t as the process error. To offset the error, the controller changes 

he manipulated variable through an actuator, such as pressure 

egulating valves or flow control valves. 

Three types of feedback controllers are commonly used for the 

eal-time closed-loop system: the proportional (P) controller, the 

roportional-integral (PI) controller, and the proportional-integral- 

erivative (PID) controller. The integral (I) mode is essential to ulti- 

ately eliminate the residual error. In the present work, PI control 

s used instead of PID control, as PI control allows for a desired 

losed-loop response without offset while PID control may lead 

o sensitivity to sensor noise due to the derivative term. Specifi- 

ally, the PI controller adjusts the inlet mass flow rate to maintain 

he desired partial pressure of the TDMAHf precursor. A typical 

ressure sensor that can be used for the feedback control system 

onsidered in this work is AST20HA pressure transducer manufac- 

ured by American Sensor Technologies, Inc., and a common choice 

or the flow rate actuator is the SmartTrak50 mass flow controller 

rom Sierra Instruments. Additionally, the real-time measurement 
6 
f the molar fraction can be achieved by using the HPR-20 real- 

ime GC gas analysis system manufactured by Hiden Analytics, of 

hich the result can be used to compute the partial pressure of 

he precursor. 

Nevertheless, due to the limitation on control actions and the 

elatively short process time-scale of the PEALD, a feedback con- 

roller alone, even an advanced controller like a model predictive 

ontroller (MPC), may not be able to fully counter the effect of 

isturbances. As a result, similar to Crose et al. (2019) , a run-to- 

un (R2R) controller is used along side the PI controller to ad- 

ust process parameters across multiple batches that can not be 

djusted in real-time. Specifically, the R2R controller adjusts the 

DMAHf molar fraction of the inlet stream to ensure the full cov- 

rage through the mixing ratio of carrier gas and precursor flow 

ate. The adjustment is performed based on a empirically deter- 

ined input-output relationship between the inlet TDMAHf mo- 

ar fraction and the final film coverage, and the control action can 

e also actuated through the aforementioned mass flow controller. 

sing the developed multiscale CFD model, the parameters of the 

I controller and the R2R controller are identified and tuned, and 

oth controllers are integrated to ensure the full coverage on the 

afer under disturbances. 

The feedback controller-only results and the integrated 

eedback-R2R controller results are presented in the following 

ections. 
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controller. The blue dashed line represents the result with disturbance in temperature but without control action from the PI controller. (a) Precursor partial pressure over 

process time. (b) Film coverage over process time. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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.1. Disturbances and open-loop simulation results 

The first disturbance considered in this work is the variation 

n the operating pressure. The PEALD process is typically oper- 

ted near vacuum and the surface reaction rate is very sensitive 

o pressure change. Therefore, even a small deviation in the oper- 

ting pressure can cause a significant effect on the wafer coverage. 

uch deviation can be induced by the malfunctioning of the vac- 

um pump. In the scenario where the vacuum pump experiences 

 power surge, a sudden increment in pump power could result in 

he reduction of the operating pressure. In this work, a case study 

s performed when the operating pressure of 100 Pa, which is the 

tandard operating condition, is reduced to 30 Pa. 

Another possible disturbance involves the temperature of the 

as feeder, which is usually in the form of a bubbler. The temper- 

ture variation inside the bubbler can cause a considerable fluc- 

uation of the TDMAHf molar fraction due to the rapid change in 

he precursor vapor pressure, which is highly dependent on tem- 

erature. In this work, a standard operating temperature of 340 K 

s chosen for the bubbler. In the case study, a disturbance of 10 K 

rop from the standard operating temperature is explored, which 

an be commonly seen in the bubbler application ( Gaffney et al., 

996 ). In addition, it is assumed that the inlet stream temperature 

s still maintained at 340 K through additional heating devices, 

hich is not characterized in this model, so that the bubbler tem- 

erature disturbance does not change the thermal environment of 

he microscopic surface reactions. The open-loop simulation results 

re shown in Fig. 6 , where the impact of the two disturbances can

e seen. The coverage of the wafer under the pressure disturbance 

nd the temperature disturbance are 62 % and 0.7 % , respectively, 

hen the PEALD process is operated without any control action. 

.2. Feedback control formulation and tuning 

As mentioned in Section 3 , a PI controller is formulated to reg- 

late the process by adjusting the inlet mass flow rate to bring the 

ontrol variable, i.e., the TDMAHf partial pressure, to the set point. 

he PI control algorithm is described below: 

 (t) = K c (e (t ) + 

1 

τI 

∫ t 

0 

e (t ) dt ) (13)

here t is the process time, K c and τI are the controller gain and 

ime constant, respectively, u (t) is the process input, which is the 
7 
nlet mass flow rate, and e (t) is the error, which is the deviation 

etween the sensed partial pressure and the set point. The partial 

ressure set point of 58.3 Pa is chosen for the PI controller accord- 

ng to the steady-state partial pressure of TDMAHf under standard 

perating condition. 

It is also noteworthy that the online monitoring of the precur- 

or partial pressure can be achieved using a pressure sensor and a 

eal-time gas chromatography (GC) device ( Sparkman et al., 2011 ). 

he pressure sensor is able to measure the total pressure in the re- 

ctor via a pressure sensor and generate the corresponding electric 

ignal that is transmitted to the PI controller. Meanwhile, the small 

mount of gas in the reactor is continuously injected to the GC de- 

ice to measure the TDMAHf molar fraction. After all, the TDMAHf 

artial pressure is calculated by multiplying the total pressure by 

he molar fraction. Then, the PI controller sends the control signal 

o a flow control valve in accordance with the partial pressure de- 

iation from the set point. The control signal causes the actuator 

f the valve to move its modulating element and thus, the PI con- 

roller is able to adjust the inlet mass flow rate. There are several 

ypes of actuators, among which the electric actuator can be used 

or the PEALD process due to higher level of precision and energy 

fficiency. The location of the sensor should be carefully selected 

o that the accurate TDMAHf partial pressure can be obtained since 

he partial pressure, unlike the total pressure, varies upon the sen- 

or location. The imprecise measurement of the TDMAHf partial 

ressure can result in invalid control action, which can cause a 

egative impact on the film quality. In this work, the pressure sen- 

or is installed near the edge of the wafer substrate, along the pre- 

ursor flow path, to measure the precise TDMAHf partial pressure 

n the surface as shown in Fig. 7 . The control action is executed 

very 0.2 s due to the sampling limitation of the GC device where 

he composition analysis is assumed to be implemented every 0.2 

. 

In order to ensure the performance of the PI controller, its tun- 

ng parameters, K c and τI , must be optimized. First, an approxi- 

ated process curve is obtained under a step change input through 

he first order process plus dead-time (FOPDT) approach, which 

s widely used to identify the relationship between process time 

nd process output ( Coughanowr and LeBlanc, 2009 ). As shown 

n Fig. 8 a, the approximation from the FOPDT model is able to 

ccurately capture the features of the real process behavior. Af- 

er the process is characterized, the tuning parameters are deter- 

ined through pre-formulated tuning methods. A variety of tun- 
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Fig. 7. Multiscale computational fluid dynamics (CFD) model with the TDMAHf partial pressure profile at the end of the batch at the standard conditions. The � indicates 

the location of the pressure sensor. 
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ng strategies are available and among which the most popular 

hoices are Cohen-Coon (C-C) method and the internal model con- 

rol (IMC) method. Both methods are tested and the results are 

emonstrated in Fig. 8 b. As indicated by Fig. 8 b, the response us-

ng the C-C method is 8.6% faster, and the overshoot is approxi- 

ately 1.0% lower than those from the IMC method. Therefore, in 

his work, the tuning parameters, K c and τI , are determined using 

he C-C method, which are obtained to be 2.37 ×10 −7 and 0.9113, 

espectively. 

.2.1. Closed-loop results under feedback controller 

The PI controller using the tuning parameters from 

ection 3.2 is evaluated under the previously stated disturbances 

here the operating pressure drops to 30 Pa from 100 Pa and 

he bubbler temperature drops to 338 K from 348 K. According to 

ig. 6 b, the coverage on the wafer under the pressure disturbance 

nd the temperature disturbance remarkably increases up to 93 % 

rom 62 % and 47 % from 0.7 % , respectively. It is demonstrated that

he PI controller noticeably diminishes the impact of the distur- 

ances. Nevertheless, the PI control does not completely eliminate 

he effect of the disturbances. In other words, the PI controller 

oes not guarantee the partial pressure set point of TDMAHf 
8 
ithin 2 s, which is the run time determined in Ding et al. (2021) .

s can be seen in Fig. 6 a, the TDMAHf partial pressures under 

he pressure and temperature disturbances are obtained at the 

nd of the batch as 57.3 Pa and 48.8 Pa, respectively, which are 

elow the set point of 58.3 Pa, thus resulting in an incomplete 

hin-film deposition. Consequently, the result of the closed-loop PI 

ontroller reveals that though the film coverage notably increases, 

he single control action of the PI controller is not enough to cope 

ith the disturbances. Thus, it is concluded that other control 

ctions must be used to achieve the full coverage on the wafer. 

.3. Run-to-run (R2R) control formulation and parameter 

etermination 

Although the PI controller effectively adjusts the inlet flow rate 

o counter the effect of disturbances on the partial pressure, the 

imited range of control action fails to provide enough driving force 

o ensure the quality of the deposited film. As a result, other mea- 

ures must be taken to improve the film quality by accounting for 

he differences in partial pressure. Other than manipulating the in- 

et flow rate, another efficient way to compensate for partial pres- 

ure disturbances is to adjust the TDMAHf molar fraction. One op- 
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ion is to construct another real-time feedback controller to control 

he partial pressure by changing the molar fraction. However, the 

nterference between the inlet molar fraction and flow rate in real- 

ime may negatively impact the controller performance. Therefore, 

 run-to-run (R2R) control methodology, which adjusts the manip- 

lated input after each batch instead of in real-time, is adopted in 

his study. 

A variety of R2R control algorithms have been proposed in the 

ast, among which two are the most popular: the exponentially 

eighted moving average (EWMA), and the predictor-corrector 

ontroller (PCC), which is also known as the double-EWMA ( d- 

WMA). The EWMA algorithm is based on a single-input-single- 

utput (SISO) linear regression model, also known as the input- 

uput relationship, which is defined by the following equation: 

 t = α + βu t−1 (14) 

here y t is the output of the process at batch number t, α is the 

ffset, β is the process gain, and u t−1 is the input (i.e., the manip- 

lated variable) at batch number t − 1 . At the end of every batch, 

he input is estimated in an iterative manner and expressed as be- 

ow: 

 t = 

T − a t 

β
(15) 
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ig. 10. The final film coverage over fifteen batches under disturbances with only R2R co

overage. The blue dots denote the result using the EWMA algorithm, and the red asteri

nder temperature disturbance. (For interpretation of the references to color in this figur

9 
here T is the target value of the output, and the EWMA estimate 

f the process output a t is updated by the following equation: 

 t = λ(y t − bu t−1 ) + (1 − λ) a t−1 (16) 

here λ denotes the weight factor. 

On the other hand, the PCC ( d-EWMA) algorithm is the ex- 

anded version of the EWMA. It has two estimates of the process 

utputs, a t and d t , and it uses a modified linear regression model 

s below: 

 t = α + βu t−1 + ηt−1 (17) 

here ηt−1 is the process disturbance and can be assumed to be 

 white noise. Similar to the EWMA algorithm, the input of PCC 

lgorithm is estimated by the following equation: 

 t = 

T − a t − d t 

β
(18) 

here the estimates of the process output a t and d t are updated 

y the following equations: 

 t = λ(y t − bu t−1 ) + (1 − λ) a t−1 (19) 

 t = ω(y t − bu t−1 − a t−1 ) + (1 − ω) d t−1 (20) 

here λ and ω denote the weight factors. 

To formulate the EWMA and the PCC-based R2R controller, the 

nput-output relationship between the inlet TDMAHf molar frac- 

ion and the coverage needs to be derived. By running the multi- 

cale CFD simulation under different inlet TDMAHf molar fractions 

the input), the corresponding coverage (the output) is recorded to 

etermine the input-output relationship. As shown in Fig. 9 , the 

inear relationship between the TDMAHf molar fraction and the 

overage on the wafer was obtained in the practical operation re- 

ion in which α and β in Eqs. (14) and (17) are given as −1.2797 

nd 6.6775, respectively. The range of the operating TDMAHf mo- 

ar fraction is limited due to the low efficiency and high operat- 

ng cost. Thus, the upper-limit of the TDMAHf mole fraction is set 

o be 0.40. The operating TDMAHf mole fraction, 0.345, is chosen 

o that the full coverage can be achieved within 2 s. After every 

atch, the parameters a t and d t in Eq. (16) , (19) , and (20) are up-

ated by the weighting factors λ and ω. It is also worth mention- 

ng that, despite the wide acceptance and superior performance 

f linear input-output relationships, the nonlinear relationship be- 

ween TDMAHf molar fraction and film coverage can potentially be 

haracterized by a sigmoidal-like nonlinear input-output relation- 

hip. However, the asymptotic convergence of the sigmoid function 

ay cause a slow achievement of the desired film quality, or even 
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ntrol. The black dashed line represents the film coverage set point, which is at full 

sks denote the result using the PCC algorithm. (a) Under pressure disturbance. (b) 

e legend, the reader is referred to the web version of this article.) 



S. Yun, Y. Ding, Y. Zhang et al. Computers and Chemical Engineering 148 (2021) 107267 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Batch number

0

20

40

60

80

100

C
ov

er
ag

e 
[%

]

EWMA+PI ( =0.3)
PCC+PI ( = =0.3)
Set point

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Batch number

0

20

40

60

80

100

C
ov

er
ag

e 
[%

]

EWMA+PI ( =0.5)
PCC+PI ( = =0.5)
Set point

Fig. 11. The final film coverage over fifteen batches under disturbances with the integrated PI-R2R control. The black dashed line represents the film coverage set point, 
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Fig. 12. Operating principle diagram of the feedback controller and the run-to-run (R2R) controller. The red box denotes the feedback control loop, and the blue box denotes 

the R2R control loop. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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ause an offset in the final achievable coverage. Therefore, although 

here may be benefits adopting a nonlinear input-output relation- 

hip, this work will focus on the use of the linear input-output 

elationship. 

.3.1. Results under run-to-run controller 

As indicated in Fig. 10 , the PCC-based R2R controller shows 

aster respond compared to the EWMA-based R2R controller un- 

er the disturbances. As shown in the Fig. 10 a, the EWMA and 

CC-based R2R controller reach the final coverage under the pres- 

ure disturbance at batch number 4 and 3, respectively. Likewise, 

he EWMA and PCC-based R2R controller achieve the final cov- 

rage under the temperature disturbance at the batch number 5 
10 
nd 4, respectively as can be seen in Fig. 10 b. Nonetheless, the de- 

osited film coverage is not fully achieved, where a 93 % coverage 

s reached under the pressure disturbance and a 62 % coverage is 

eached under the temperature disturbance for the two types of 

2R controllers because the updated molar fraction hits the upper 

imit of the operating rage. The results of the R2R controllers under 

he disturbances reveals that an additional control action should be 

aken to ensure the quality of the thin-film. 

.4. Integration of feedback and run-to-run control 

As described in the previous sections, even when the param- 

ters of the PI controller and the R2R controller are well tuned, 
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ndependently and when used in isolation they are not able to 

ompletely reject the effect of the disturbances that can be po- 

entially encountered in the PEALD process. Therefore, the mutual 

ffort of both PI controller and of the R2R controller is required 

o ensure the robustness of the deposition process against distur- 

ances. Specifically, the controller workflow is shown in the op- 

rating principle diagram as in Fig. 12 for both the feedback con- 

roller (PI) and the R2R controller (EWMA & d-EWMA). A num- 

er of simulation runs using the multiscale CFD model have been 

arried out to test the performance of the integrated PI-R2R con- 

roller. First, the PI controller, formulated in Section 3.2 , is used to 

djust the inlet mass flow rate during the deposition process. Then, 

fter the first batch has finished, the film coverage is recorded and 

ransferred to the R2R controller. Before the next run, the R2R con- 

roller computes the TDMAHf molar fraction of the inlet stream 

hrough either the EWMA or the PCC algorithms, of which the per- 

ormance will be evaluated. The updated TDMAHf molar fraction is 

hen used as the inlet condition for the next run to further elim- 

nate the effect of the disturbances. The same disturbances men- 

ioned in Section 3.1 are used to verify the performance of the in- 

egrated PI-R2R controller. 

The results of the integrated PI-R2R controller using both 

WMA and PCC algorithms in the R2R controller are shown in 

ig. 11 . As shown in Fig. 11 a, the EWMA-based and the PCC-based

ntegrated PI-R2R controllers achieve full coverage on the surface 

t batch number 9 and 4, respectively, under the same pressure 

isturbance. Likewise, the EWMA-based and the PCC-based inte- 

rated controller reach full coverage at batch number 12 and 5, re- 

pectively, under the temperature disturbance as shown in Fig. 11 b. 

herefore, it is proved that the integrated controller successfully 

nsures the full coverage of the thin-film under various distur- 

ances. Furthermore, as noted in Section 3.3.1 , the PCC-based in- 

egrated PI-R2R controller shows faster response than the EWMA- 

ased PI-R2R controller. In particular, the deposition under the reg- 

lation of the PCC-based PI-R2R controller achieves full coverage 

bout 60% faster than the EWMA-based integrated PI-R2R con- 

roller. Thus, the strategy of integrating the PI controller and R2R 

ontroller is validated and can largely improve the process robust- 

ess. 

. Conclusion 

In this work, the previously developed multiscale CFD model 

as used to design and evaluate a control strategy that utilizes an 

ntegrated PI-R2R controller which adopts both feedback control 

nd R2R control. The designed controller was investigated from 

oth open-loop and closed-loop simulations in the presence of 

wo types of disturbances. To eliminate the effect of the distur- 

ances, first, the PI controller was constructed to ensure the de- 

ired TDMAHf partial pressure by adjusting the inlet mass flow 

ate. Next, the R2R controller was set up to manipulate the inlet 

DMAHf molar fraction according to the derived input-output re- 

ationship at the beginning of every batch to further ensure the 

omplete deposition and the film conformity. To validate the ne- 

essity and the effect of the integrated controller, both the PI and 

he R2R controller were evaluated independently. These evaluation 

esults demonstrated that individual control actions were not suf- 

cient to guarantee full coverage, and an additional control effort 

as required. Thus, the R2R controller and the PI controller were 

ntegrated to fully eliminate the effect of the disturbances. A cor- 

esponding case study using the multiscale CFD model validated 

hat the integrated PI-R2R controller was able to reject the dis- 

urbances and achieves the conformity of atomic layer deposition. 

urthermore, the results demonstrated that the PCC algorithm used 

n the R2R controller was able to improve the run-to-run control 

ction and respond approximately 60 % faster than the EWMA al- 
11 
orithm. In the future, research adopting more advanced control 

ethod, such as model predictive model using the developed data- 

riven model, is recommended to optimize the control workflow 

nd maximize control efficiency. 
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