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a b s t r a c t 

Atomic layer etching (ALE) is a promising method that can overcome the challenges that are encountered 

during the assembly of nanoscale devces. Experiments may be conducted to investigate chamber con- 

figuration designs and optimal operating conditions; however, they can be costly and time consuming. 

Therefore, this work develops a multiscale computational fluid dynamics (CFD) modeling framework to 

simulate thermal ALE of aluminum oxide thin films. First, a CFD reactor model for four different reactor 

designs (typical, multi-inlet, showerhead, and inclined plate) is constructed through Ansys software. Next, 

the macroscopic CFD model is combined with a previously developed microscopic model of the etching 

process, which is based on a kinetic Monte Carlo algorithm to describe the features of the atomistic 

etching processes occurring on the film. The multiscale CFD model is used to determine the best reactor 

configuration for achieving film etching uniformity while minimizing process operating time resulting in 

a reduction of reagent consumption. 

© 2022 Elsevier Ltd. All rights reserved. 
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. Introduction 

The demand for high performance semiconductors caused by 

he Fourth Industrial Revolution has been increasing rapidly over 

he past decade. In line with this demand, extensive research for 

ptimizing semiconductor manufacturing processes has been con- 

ucted recently. Fin field-effect transistors (FinFETs), as types of 

odern nanoelectronic semiconductors, were developed as a con- 

equence to this increasing demand. FinFETs have facilitated the 

rocess of engraving three-dimensional (3D) circuit patterns on 

he substrate with a high aspect ratio, leading to higher comput- 

ng speed with lower current leakage ( Jurczak et al., 2009 ). Atomic 

ayer deposition (ALD) has greatly contributed to the development 

f FinFET technology. ALD is a thin film deposition process in 

hich a wafer is exposed to two precursor pulses in a sequen- 

ial manner. Each precursor reacts with the surface species sepa- 

ately to avoid undesired reactions, known as self-limiting behav- 

or, resulting in the production of high-quality thin films. As a re- 

ult, ALD has led to the reduction in the size of FinFETs, which has
∗ Corresponding author at: Department of Chemical and Biomolecular Engineer- 

ng, University of California, Los Angeles, CA 90095-1592, USA. 

E-mail address: pdc@seas.ucla.edu (P.D. Christofides). 

a

c

A

r

t

ttps://doi.org/10.1016/j.compchemeng.2022.107757 

098-1354/© 2022 Elsevier Ltd. All rights reserved. 
caled down from 22 nm to 5 nm. Despite the effort s to decrease 

he fin width of FinFETs to 5 nm or lower, a FinFET of 5 nm is

arely achieved, which causes undesirable mobility loss and short- 

hannel effects ( Razavieh et al., 2019 ). Many leading semiconduc- 

or fabrication companies have extensively invested enormous re- 

ources to overcome this issue. 

As a proposal to fabricate sub-5 nm nodes, a gate-all-around 

GAA) approach has been pursued, which may one day become a 

otential successor to FinFETs, resulting in faster speed and greater 

ower efficiency ( Lee et al., 2020 ). GAA transistors use vertically 

tacked nanosheets or nanowires instead of fins in FinFETs so 

anosheets are covered on all sides by the gate. The GAA technol- 

gy has been predicted to reach an era of sub-5 nm thickness. Nev- 

rtheless, it has been difficult to commercialize GAA technology. In 

ddition to ALD, atomic layer etching (ALE), as a counter part of 

LD, has emerged as an essential process for GAA-based nanochip 

roduction. ALE is an etching process in which the substrate is ex- 

osed to sequential precursor pulses to remove a monolayer of the 

ubstrate in each etching cycle. ALE is a relatively new technique, 

nd therefore, it has not been fully investigated in both empiri- 

al and computational ways. In order to completely understand the 

LE process and make it possible to optimize the process configu- 

ation design, it is essential to fully develop a multiscale computa- 

ional fluid dynamics (CFD) model for ALE processes. 

https://doi.org/10.1016/j.compchemeng.2022.107757
http://www.ScienceDirect.com
http://www.elsevier.com/locate/compchemeng
http://crossmark.crossref.org/dialog/?doi=10.1016/j.compchemeng.2022.107757&domain=pdf
mailto:pdc@seas.ucla.edu
https://doi.org/10.1016/j.compchemeng.2022.107757


S. Yun, M. Tom, F. Ou et al. Computers and Chemical Engineering 161 (2022) 107757 

n

h

S

d

C  

C

C

(

r

f

s

o

t

w

G

p

m

c

t

f

t

n

o

o

a

s

o

m

C

m

m

c

t

2

2

c

h

m

i

n

i

d

p

v

i

i

s

t

T

i

d

c

i

A

Y

s

(

c

r

e

c

w

t

t

t

t

t

t

a

fl

p

t

t

Nomenclature 

Constants −→ 

g gravitational acceleration constant 9.80 6 65 m ·s −2 

R universal gas constant 8.314463 J K 

−1 · mol 
−1 

Other symbols 

ν kinematic viscosity of the fluid 

τ stress tensor −→ 

F external body force 

ρ density of the precursor species 
�
 A i area vector of the cell face 

�
 c i vector from the centroid of the cell to the centroid 

of the adjacent cell 

�
 v velocity of the mixture 

A j pre-exponential factor for reaction, j

E internal energy 

E A, j activation energy for reaction, j

h j sensible enthalpy of the species, j

J j diffusion flux of the species, j

k i reaction rate constant for reaction, i 

k j reaction rate constant for reaction, j

k total sum of reaction rate constants 

N number of reaction pathways 

p static pressure of the species 

S h heat transfer source 

S m 

mass transfer source term 

T operating temperature of the reactor 

t process time of the reaction 

u ∞ 

free stream velocity of the fluid 

x boundary layer starting distance from the wall 

y p distance between the wall to the adjacent cell cen- 

troid 

β j temperature exponent for reaction, j

γ coefficient for reaction selection and time evolution 

where γ ∈ (0 , 1] 

Abbreviations 

G0 typical reactor geometry 

G1 multi-inlet reactor geometry 

G2 showerhead reactor geometry 

G3 inclined plate reactor geometry 

Reaction species 

Al(CH 3 ) 3 trimethylaluminum, TMA 

Al 2 O 3 aluminum oxide 

AlF(CH 3 ) 2 dimethylaluminum fluoride, DMAF 

AlF 3 aluminum fluoride 

H 2 O water 

HF hydrogen fluoride 

A number of studies using a computational fluid dy- 

amics (CFD) approach for atomic layer deposition processes 

ave been carried out since 2010. Pan et al. (2014) and 

haeri et al. (2015) carried out CFD simulations for atomic layer 

eposition processes. An area-selective deposition process from a 

FD point of view has been studied ( De la Huerta et al., 2018 ).

rose et al. (2018) and Zhang et al. (2020) performed multiscale 

FD simulations for plasma enhanced chemical vapor deposition 

PECVD) and plasma enhanced atomic layer deposition (PEALD), 

espectively. Their research, however, is limited to simulations 

or understanding atomic layer processes but not for reactor de- 

ign and optimization. Zhang et al. (2019) recently proposed an 

ptimized showerhead design for top injection reactors. Despite 

he progress made on the research for these cross-flow reactors, 
2 
ith their strengths and drawbacks being generally described by 

ranneman et al. (2007) , there has not been any quantitative com- 

arison of reactor design performance via multiscale CFD-based 

odeling. Thus, this work is aimed to evaluate different types of 

ross-flow reactors for thermal ALE and to characterize their fea- 

ures and performances using multiscale CFD modeling. Several 

actors including film uniformity and reduction in process etching 

ime will be investigated to determine the optimal reactor design. 

Specifically, in this work, a multiscale computational fluid dy- 

amics (CFD) model for thermal atomic layer etching of aluminum 

xide (Al 2 O 3 ) thin films is developed. Initially, a previously devel- 

ped microscopic model based on the kinetic Monte Carlo (kMC) 

lgorithm is adopted for the microscopic surface domain to de- 

cribe the etching process ( Yun et al., 2022 ) to capture the nature 

f the surface etching reactions at the atomic level. Next, a 3D CFD 

acroscopic model using Ansys Fluent 2021R2, as a commercial 

FD software, is established for the gas-phase domain in which 

ass, momentum, and energy transport are considered. Lastly, the 

icroscopic and the macroscopic models are combined to fully 

haracterize the thermal atomic layer etching of aluminum oxide 

hin films and used to evaluate four reactor chamber designs. 

. Multiscale CFD modeling for thermal ALE 

.1. Background and overall modeling framework 

Experiments only permit data to be obtained from limited lo- 

ations in the system that is equipped with sensors, and despite 

aving these sensors, the amount of data collected experimentally 

ay not gather the complete information of the system under var- 

ous operating conditions. Meanwhile, 3D computational fluid dy- 

amics (CFD) modeling based on the principles of fluid dynam- 

cs and transport phenomena allows one to obtain engineering 

ata without any physical experiments for a considerably inex- 

ensive cost. Moreover, the CFD simulation can be performed at 

arious operating conditions, enabling one to ascertain an empir- 

cal model with a greater collection of data. It is, however, lim- 

ted to provide the atomistic reaction information from a micro- 

copic point of view even if macroscopic CFD modeling offers ex- 

ensive data in terms of mass, momentum, and energy transport. 

o overcome this issue in this work, a 3D multiscale CFD model 

s built by combining a macroscopic CFD model with a previously 

eveloped microscopic model ( Yun et al., 2022 ) of the etching pro- 

ess based on a kinetic Monte Carlo (kMC) algorithm, thus result- 

ng in providing a comprehensive understanding for the thermal 

LE process of aluminum oxide thin films. Zhang et al. (2020) and 

un et al. (2021) have important and timely articles on multi- 

cale CFD modeling for plasma enhanced atomic layer deposition 

PEALD). The authors provided valuable insight of the PEALD pro- 

ess of hafnium oxide thin films and used these models to study 

eal-time control. Despite their efforts, their multiscale CFD mod- 

ling lacked a degree of accuracy since they did not consider the 

onsumption of reactants and the production of products, which 

ould affect the pressure distribution of the system. To address 

his issue, in this work, the heterogeneous surface reactions in 

he 3D CFD model are established in accordance with the reac- 

ion mechanisms of the microscopic model so that the etching of 

he surface species on the substrate can be simulated. Those reac- 

ions clearly have an impact on the momentum, energy, and mass 

ransport in the gas-phase domain, in which the two precursors 

re consumed and the products of water and dimethylaluminum 

uoride are yielded and transported from the substrate to the gas- 

hase domain. Pressure and temperature at different locations on 

he substrate are calculated at every time step and transferred to 

he microscopic model to calculate the etching progression in an 
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Fig. 1. The thermal ALE cyclical process for Al 2 O 3 . The process begins with Step A, in which HF fluorinates the surface of the substrate and modifies the surface producing 

AlF 3 . Following Step A is a purge step to remove H 2 O vapor and residual HF. Next, Step B consists of the etching cycle to convert the modified AlF 3 layer into the volatile 

species DMAF using the reagent, TMA. The cycle concludes with another purging step to remove trace TMA and DMAF produced during the etching cycle. The addition of 

heat allows for complete vaporization of volatile species. 
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Fig. 2. (a) Twelve substrate regions for microscopic simulations. (b) Twelve sub- 

strate positions for the investigation of the flow distribution. 
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tomistic level, of which detailed descriptions are provided in the 

ollowing sections. 

.2. Microscopic modeling 

The thermal atomic layer etching (ALE) of aluminum oxide is 

riven by two reaction steps (Step A and Step B) using sequen- 

ial and self-limiting thermal reactions that are each followed by 

urge steps. Hydrogen fluoride (HF) and trimethylaluminum [TMA, 

l(CH 3 ) 3 ] are involved to remove the Al 2 O 3 surface layer. In Step A

Modification cycle), HF exposure fluorinates the Al 2 O 3 surface and 

orms AlF 3 on the substrate. During Step B (Etching cycle), TMA ex- 

osure facilitates ligand-exchange reactions and modifies the AlF 3 
urface into a volatile layer composed of dimethylaluminum fluo- 

ide [DMAF, AlF(CH 3 ) 2 ]. Following Step A and Step B, a purge gas,

 2 is used to remove any byproducts produced and remaining pre- 

ursors during a purge time. The schematic of the thermal ALE of 

luminum oxide is illustrated in Fig. 1 and the overall reaction can 

e described by 

l 2 O 3 (s) + 6HF (g) + 4 Al (CH 3 ) 3 (g) 

→ 6 Al F(CH 3 ) 2 (g) + 3H 2 O (g) (1) 

The microscopic model for the thermal ALE process of alu- 

inum oxide thin films is formulated based on the variable step 

ize method (VSSM) known as the kinetic Monte Carlo (kMC) al- 

orithm, of which the detailed description was given in ( Yun et al., 

021 ). In this previous work, θ-Al 2 O 3 ( 2 0 1) for the aluminum

xide structure was employed and approximated to a 300 × 300 

attice model. After modeling the surface, DFT (Density Functional 

heory) calculations were performed to investigate all critical reac- 

ion steps that have significant impacts on the overall surface re- 

ction time and to estimate their kinetic parameters. 

In this work, the wafer is divided into twelve regions to spa- 

ially simulate the microscopic model to obtain realistic and ac- 

urate etching data across the entire wafer surface, which is pre- 

ented in Fig. 2 a. Pressure and temperature data at the twelve 

afer regions are extracted from the CFD model at each time step 

nd substituted into the kMC algorithm. All reaction rate constants 

re obtained from temperature and pressure by using Collision 

heory and Transition-State Theory. Finally, the sum of the rate 
3 
onstants ( k total ) is calculated by 

 total = 

N ∑ 

i =1 

k i (2) 

here k i is the reaction rate constant of the reaction i , and N is the

umber of reaction pathways. For the reaction selection of a sin- 

le reaction site on the wafer, a specific reaction can be randomly 

hosen as follows: 

j−1 
 

i =1 

k i ≤ γ1 k total ≤
j ∑ 

i =1 

k i (3) 

here j represents the reaction j and γ1 ∈ (0 , 1] is the first ran- 

om number for the reaction selection. The reaction selection is 

mplemented at every reaction site in which a random number is 

enerated for each reaction site. If the value of γ1 k total lies between 

 j−1 
i =1 

k i and 

∑ j 
i =1 

k i , the reaction j is chosen for the reaction site. 

therwise, no reaction occurs at the reaction site. Once the reac- 

ion selection task for every reaction site is completed, the system 

lock evolves with a time interval determined as follows: 

t = 

− ln γ2 

k total 

(4) 

here γ2 is the second random number used for the time evolu- 

ion ( γ ∈ (0 , 1] ). 
2 
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Fig. 3. Schematic diagrams of the ALE reactors: (a) typical, G0; (b) multi-inlet, G1, (c) showerhead, G2; and (d) inclined plate, G3. The input(s) (dark gray) are located on the 

left-hand side of the reactor and the output (dark gray) is located on the right-hand side of the reactor. The wafer is presented in blue. (For interpretation of the references 

to color in this figure legend, the reader is referred to the web version of this article.) 
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.3. Macroscopic gas-phase modeling for four reactor configurations 

For macroscopic modeling, four different types of reactors are 

onstructed and their performances are evaluated with respect to 

wo metrics: film uniformity and etching speed (the specific de- 

igns considered are discussed in greater detail in the next subsec- 

ion). The performance of a reactor is closely related to how fast a 

lm on the wafer is deposited or etched. The magnitude of the de- 

osition and etching rates is largely dependent on the type of fluid 

ow (laminar or turbulent), which is directly related to the pre- 

ursor flow rates. For instance, Peltonen et al. (2018) demonstrated 

hat higher precursor flow rates resulted in higher deposition and 

tching rates, but the reduction in their process operating times 

as not significant. In addition to the deposition/etching rate, the 

lm etching uniformity across the wafer is another key factor to 

valuate the reactor designs. Despite the fact that self-limiting be- 

aviors have been reported in atomic layer processes ( Lill, 2021 ), 

he spatial film etching uniformity could be degraded due to the 

on-uniform distribution of precursors ( Elers et al., 2006 ) in the 

as-phase above the wafer, and this could compromise the in- 

egrity of the etched product. For instance, turbulent flow can dis- 

upt the uniformity of the fluid flow, thus undermining the film 

uality of the wafer. For this research, it is desirable to consider 

everal reactor configurations that can introduce inherent reactor 

esistance to turbulent flow and maintain a laminar flow profile 

or the operating flow rate regime to improve film etching quality. 

herefore, these two aforementioned factors, etching rate and uni- 

ormity, are considered to compare the performances of the four 

eactor configurations considered in this work. 

.3.1. Reactor chamber designs 

There are two general types of reactors for single-wafer 

ystems: the top injection reactor and the cross-flow reactor 

 Granneman et al., 2007 ). The top injection reactor with distrib- 

tors enables precursors to be uniformly injected above the wafer 

eading to highly uniform etching of the thin films. On the other 

and, the cross-flow reactor has a smaller height of a few mm so 

hat the gas displacement time is minimized. The cross-flow model 

lso maximizes the lateral convective flow across the wafer. In this 

ork, the cross-flow reactor is adopted to reduce the process and 

urge time since HF has a long residence time, which may re- 

ove self-limiting behavior resulting in spontaneous chemical va- 

or etching ( Lee and George, 2015 ). These cross-flow reactors are 
4 
onstructed with a feed source from one end of the reactor and 

he output source on the opposing end of the reactor to induce 

ass transport from one end of the wafer to the opposing end of 

he wafer. However, for conformal thin film etching, it is essen- 

ial to obtain uniform flow profiles across the surface of the wafer 

 Elers et al., 2006 ). Therefore, different distributors are employed 

n the cross-flow reactors to optimize the flow profiles of the pre- 

ursor. Then, the modified reactors are compared to the simplest 

eactor geometry that has no distributor to determine if the dis- 

ributor is effective in improving the performance of the precursor 

ow uniformity and the etching rate. 

Specifically, in this work, four types of reactor chambers are 

reated and their performances are evaluated by multiscale CFD 

imulations. First of all, the typical geometry (G0) is developed, 

hich is a cylindrical-shaped chamber with a 500 mm outer di- 

meter and 10 mm height as shown in Fig. 3 a. A wafer of 300 mm

iameter is placed at the center of the bottom face of the chamber 

here an inlet of 20 mm diameter and an outlet of 40 mm di- 

meter are located on the bottom face. Based on G0, a multi-inlet 

eometry (G1), a showerhead geometry (G2), and an inclined plate 

eometry (G3) are proposed. The multi-inlet geometry (G1) is con- 

tructed with three inlets in place of one inlet, in which each inlet 

as the same diameter as that of G0, but the total feed flow rate is

ivided evenly for all three inlets, with the total flow rate summing 

o the same inlet flow rate as that of G0. G1 is visualized in Fig. 3 b.

s shown in Fig. 3 c, the showerhead geometry (G2) is constructed 

imilarly to G0 but includes a showerhead divider of 2 mm thick- 

ess that distributes the inlet flow to achieve a uniform flow. The 

ize of the pores is 4 mm in diameter for a total of 63 pores that

re distributed into two rows. Lastly, the inclined plate geometry 

G3) is developed with an arch-shaped inclined plate with 2 mm 

hickness between the inlet and the wafer surface with five de- 

rees of deviation from the horizontal as shown in Fig. 3 d. There 

re several assumptions that are applied to the operation of the 

eactor: 

1. There are carrier gas manifolds in the upstream facility so that 

the precursors and N 2 are well-mixed when introduced into the 

reactor. 

2. Other geometric objects such as sensors and mechanical struc- 

tures are ignored. 

3. The temperature of the substrate is maintained through a PID 

(proportional-integral-derivative) controller at a desired set- 

point. 
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Table 1 

The mesh quality acceptability criteria range and mesh parameters calculated from Ansys Fluent for various 

reactor geometries. For orthogonality, the minimum value is presented on the left and the average value is 

presented on the right. 

Quality indicator Orthogonality Skewness Aspect ratio Number of cells 

Criteria 0.001 ∼ 1 ∗ 0 ∗ ∼ 0.95 1 ∗ ∼ 8 N/A 

G0 0.130/0.727 0.271 2.060 266,291 

G1 0.152/0.727 0.272 2.036 273,210 

G2 0.002/0.741 0.252 1.525 1,550,322 

G3 0.207/0.738 0.261 2.977 574,414 

∗Desired value for ideal mesh quality. 
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4. The operating pressure is controlled and maintained via the 

vacuum pump in the downstream facility. 

5. The flow through the reactor is characterized as laminar flow. 

The above assumptions are implemented into the boundary 

onditions that would generate the mesh for the multiscale com- 

utational fluid dynamics simulation. 

.3.2. Meshing 

The characteristics of the mesh for each reactor geometry will 

lay a substantial role in the convergence, accuracy, and stability 

f the numerical solutions that will be calculated. Meshing Mode, 

n application of Ansys Fluent, is used to construct the mesh for 

he reactors described in Section 2.3.1 . An acceptable mesh can be 

etermined by mesh quality criteria in accordance with the stan- 

ards outlined by ANSYS (2021) as shown in Table 1 . 

Specifically, Table 1 shows the key indicators used for analyzing 

he mesh quality. The quality of the mesh depends on the geom- 

try of the cells and the boundary conditions used to define the 

verall geometry of the mesh. In this work, hybrid meshes, consist- 

ng of mixed element types, are generated to substantially reduce 

he computation time but still maintain acceptable mesh quality. 

rism layers are utilized to resolve the boundary regions and tetra- 

edral cells are employed as a rudimentary element in the reactor 

hambers. 

Among the factors that affect the mesh quality, skewness; or- 

hogonality; aspect ratio; and resolution; are considered for the 

valuation of the developed mesh structures for the various cham- 

er geometries. The skewness of a cell is defined as the measure of 

he difference between a cell’s geometry with that of an equivalent 

quilateral geometry of the same volume of the actual cell. The 

quilateral skewness for the tetrahedral mesh is calculated from 

he following equation: 

kewness = 

optimal cell size − cell size 

optimal cell size 
(5) 

he optimal cell size is defined as the size of an equilateral cell 

ith the same circumradius. Thus, if the cell size is approximately 

qual to the optimal cell size, an ideal skewness of 0 is obtained. A 

ow skewness is desirable to obtain an accurate and stable solution. 

he orthogonality is defined as the minimum value of all of the 

ells of the mesh from the following equation: 

�
 A i · � c i 
�
 | A i | � | c i | 

(6) 

here � A i is the area vector of a face and 

�
 c i is the vector from the

entroid of the cell to the centroid of the adjacent cell. An ideal 

esh has an orthogonality that is close to unity. For tetrahedral 

ells, the orthogonal quality is the minimum of the orthogonality 

f all cells in the mesh. Due to the variance in the orthogonality 

or each cell, the minimum orthogonality of all the cells should 

e greater than 0.001. The aspect ratio is another important indi- 

ator, which is a measure of the stretching of a cell. The aspect 

atio is calculated as the ratio of the maximum to the minimum of 
5 
he normal distance between the face centroids and the cell cen- 

roids, and the distance between the nodes and the centroid. A 

niform aspect ratio is desirable for regions where the flow field 

aries greatly and an ideal aspect ratio is equivalent to unity for 

quilateral cells. Lastly, the resolution has a significant contribution 

o how critical regions are calculated and directly affects the total 

umber of cells used to describe the mesh. The resolution of the 

esh is a measure of the distribution of cells in particular regions 

f the mesh geometry and is measured in terms of coarseness or 

neness. Meshing mode contains a tool that produces adaptive siz- 

ng that automatically generates regions where the mesh is finer at 

he boundary regions and coarser in regions away from the bound- 

ry. It is important to obtain high resolution, especially in critical 

egions where boundary layers change dramatically in their behav- 

or, specifically, wall-fluid boundaries, which will affect the accu- 

acy of the computed numerical solution. Thus, the following equa- 

ion, which is derived from the Blasius approximate solution for 

aminar flow over a flat plate, can be employed for determining 

he meshing in the flow domain near the walls: 

 p 

√ 

u ∞ 

νx 
≤ 1 (7) 

here y p is the distance to the wall from the adjacent cell cen- 

roid, u ∞ 

is the free stream velocity, ν is the kinematic viscosity 

f the fluid, and x is the distance along the wall from the starting 

oint of the boundary layer. 

The consideration of the aforementioned factors affecting mesh 

uality leads to the development of the meshes for each reactor 

onfiguration, which are visualized in Fig. 4 . The results from the 

eshing process for all reactor configurations, which are listed in 

able 1 , indicate that all reactor geometries are within the accept- 

bility criteria for the average values. This also implies that the 

eshes built via Fluent’s Meshing Mode would have reliable com- 

uted results. Mesh independence studies were also carried out for 

ll reactor designs to ensure that the simulation results are inde- 

endent of the mesh structure. 

.3.3. Thermophysical property calculation 

Thermophysical data are required for the materials used in the 

tching process and are employed in the computational fluid dy- 

amics (CFD) simulations. However, some species produced dur- 

ng the etching process have limited thermophysical data in the 

pen literature. One of these species, dimethylaluminum fluoride 

DMAF), has little to no available experimental data, thus computa- 

ional chemistry calculations via the open-source thermochemistry 

imulation software, Quantum Espresso (QE), are utilized to cal- 

ulate thermophysical parameters including the standard enthalpy, 

he standard entropy, and the specific heat ( Giannozzi, 2009; Ba- 

oni et al., 2011 ) for DMAF. Despite the accessibility of QE, there 

re limitations for calculating other thermophysical parameters in- 

luding thermal conductivity and viscosity. For this work, these 

arameters are determined by adopting the parameters from a 

hemically similar molecule, dimethylaluminum chloride (DMACl), 
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Fig. 4. Meshes for each of the reactors produced from Ansys Fluent’s Meshing Mode: (a) the typical reactor, (b) the multi-inlet reactor with three inlets, (c) the showerhead 

reactor, and (d) the inclined plate reactor. 
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t

o DMAF ( DIPPR, 2020 ), because chlorine and fluorine exhibit sim- 

lar chemical behaviors as halogens. Lastly, the density of DMAF 

s calculated by assuming that the species behaves as an ideal gas 

ue to the ambient environment of the reactor having low pressure 

nd high temperature operating conditions, which are summarized 

n Table 3 . 

Quantum Espresso contains several packages that are required 

or calculating thermophysical data and these programs must be 

un sequentially. First, the PWscf (Plane-Wave self-consistent field) 

rogram is used to calculate the electronic properties and optimize 

he atomic positions of the molecule, which are modeled using 

ensity Functional Theory (DFT) and PAW (Projector Augmented 

ave) pseudopotential data. Next, the PHonon package is used to 

alculate the dynamical matrix of the phonons. Various programs 

re dedicated to the building of the dynamical matrix (PH pro- 

ram), to the solving of the interatomic force constants (IFC) from 

he dynamical matrix (Q2R program), and to calculating the eigen- 

alues of the dynamical matrix, which are the vibrational frequen- 

ies of the molecule (MATDYN program), by employing the finite 

isplacement method and the density functional perturbation the- 

ry. 

(

6 
Lastly, the QHA (Quasi-Harmonic Approximation) package in- 

luding the Partial Phonon DOS (Density of States) program is used 

o calculate atom projected density of states, the Mean Square 

isplacement program in the QHA package is utilized to calcu- 

ate the deviation of the atom with respect to a reference posi- 

ion caused by the vibration of the atoms, and lastly, the FQHA 

Fractional Quasi-Harmonic Approximation) program combines the 

esults produced from the latter-mentioned programs to calcu- 

ate the thermophysical properties including entropy, enthalpy, 

elmholtz free energy, and specific heat at constant volume as 

unctions of temperature. The results from the phonon calcula- 

ion are displayed in Table 2 . The formulation and derivation of 

he equations to solve the vibrational frequencies of the dynam- 

cal matrix and to calculate the thermophysical properties us- 

ng statistical thermodynamics are discussed in greater detail by 

aroni et al. (2010) and Togo and Tanaka (2015) . 

.3.4. Three-Dimensional computational fluid dynamics simulation 

Facilitated by the Hoffman2 Cluster at UCLA, the Fluent compu- 

ations are implemented with 24 parallel central processing units 

CPU) with 16 GB memory for each core processor so that the par- 
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Table 2 

Thermophysical material properties of DMAF specified in Ansys Fluent. 

Thermophysical parameter Value Units 

Standard Enthalpy of Formation ∗ −499.290 kJ/mol 

Standard Entropy of Formation ∗ 196.421 J/(mol K) 

Specific Heat at Constant Pressure ∗ 123.633 J/(mol K) 

Thermal Conductivity † 0.07268 W/(m K) 

Viscosity † 0.01100 kg/(m s) 

∗Parameters calculated from Quantum Espresso. 
† Property data of DMACl ( DIPPR, 2020 ). 
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Table 3 

Operating conditions for the thermal ALE process. 

Parameter Value Units 

Operating Pressure 133 Pa 

Operating Temperature 573 K 

N 2 flow rate 150 sccm 

HF half-cycle 2.0 s 

1st Purge 5.0 s 

TMA half-cycle 3.0 s 

2nd Purge 5.0 s 
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llel processing splits the gas-phase domain into multiple parti- 

ions to improve the computation efficiency. There are two solver 

echnologies available in Fluent: pressure-based and density-based. 

he pressure-based solver has been traditionally used for incom- 

ressible and mildly compressible flow. The thermal ALE is op- 

rated at an extremely low pressure in a single-phase flow, and 

hus, the pressure change of the mixture is negligible. In addi- 

ion, the feed composition of the precursor is low, therefore the 

ensity and pressure change of the species are negligible for this 

imulation. Therefore, the pressure-based solver is applicable for 

his work. The operating conditions of the reactor are listed in 

able 3 . In addition, under the pressure-based solver, the coupled 

lgorithm is used to significantly decrease the convergence time, in 

hich the momentum equation and the pressure-based continuity 

quation are solved simultaneously. Transient analysis for compre- 

ensive computational fluid dynamics (CFD) modeling of thermal 

LE is performed with a time step of 0.025 s with 200 iterations 

nder transport phenomena. The conservation equations for mass 

nd momentum are written as follows: 

∂ρ

∂t 
+ ∇ · (ρ� v ) = S m 

(8) 

∂(ρ
−→ v ) 

∂t 
+ ∇ · (ρ−→ v −→ v ) = −∇p + ∇ ·

(
τ
)

+ ρ
−→ 

g + 

−→ 

F (9) 

here ρ is the density of the mixture, 
−→ v is the velocity of the 

ixture, S m 

is the mass transfer source term, p is the static pres- 

ure, τ is a rank two stress tensor that is symmetric, ρ
−→ 

g is the 

ravitational body force, and 

−→ 

F is the external body force. In ad- 

ition, the conservation of energy is described by 

∂ 

∂t 
(ρE) + ∇( � v (ρE + p)) = −∇(
h j J j ) + S h (10) 

here E is the internal energy, h j is the sensible enthalpy of 

pecies j, J j is the diffusion flux of species j, and S h is the heat

ransfer source term. 

The inclusion of precursor consumption from Steps A and B to 

he multiscale 3D CFD simulation is employed to generate a more 

ealistic flow profile. The consumption of the precursors and gen- 

ration of products are calculated from the reaction rate constants 

etermined by the modified Arrhenius equation that is defined as 

ollows: 

 j = A j T 
β j e −E A, j /RT (11) 

n the above equation, k j is the reaction rate constant for reaction 

j, T is the ambient temperature of the reactor, β j is the temper- 

ture exponent for reaction j, E A, j is the activation energy for re- 

ction j, and R is the ideal gas constant. For simplicity, the tem- 

erature exponent, β j , would be declared 0 for the simulation. 

ue to the large number of reactions and the lack of thermophysi- 

al data for numerous species obtained from prior microscopic re- 

earch from Yun et al. (2022) , Eq. (1) will be simplified into two

urface reaction steps that are defined below: 

l 2 O 3 (s) + 6HF (g) → 2 Al F 3 (s) + 3H 2 O (g) (12)
7 
 Al F 3 (s) + 4 Al (CH 3 ) 3 (g) → 6 Al F(CH 3 ) 2 (g) (13)

irst, the gaseous precursor, HF, physisorbs onto the surface of 

l 2 O 3 to produce AlF 3 and water vapor when reacting under high 

emperatures. Subsequently, the gaseous species, TMA, chemisorbs 

nto the AlF 3 surface forming the volatile species DMAF. After 

efining these reactions, operating conditions are needed to fully 

efine the system. 

Table 3 shows the operating conditions of the multiscale 3D 

FD simulations presented below. The operating pressure is set 

o be 133 Pa and the temperature is maintained at 573 K; thus, 

he material thermophysical properties are expected to be con- 

tant, hence, the data calculated in Table 2 is not required to ac- 

ount for the temperature dependence. As previously mentioned 

n Section 2.3.1 , the temperature of the surface can be maintained 

hrough a control system that measures the temperature in real 

ime while the operating pressure is controlled by discharging ef- 

uent through a vacuum pump. A constant flow of 150 sccm of 

 2 gas is used to carry hydrogen fluoride (HF) and trimethylalu- 

inum (TMA) into the reactor. The operating conditions are de- 

ned by a user-defined function (UDF) implemented in Ansys Flu- 

nt, in which the operating conditions are automatically adjusted 

ccording to the cyclical operation. 

. Simulation results and reactor design evaluation 

The multiscale computational fluid dynamics (CFD) simulations 

re first performed for each reactor model with an HF flow rate 

f 150 sccm and a TMA flow rate of 70 sccm to validate the 3D

ultiscale CFD model. Next, the results from the multiscale CFD 

odeling of the four reactors, G0 through G3, are discussed to ob- 

erve which reactor design achieves a better distribution of pre- 

ursor flow for the film uniformity and faster half-cycle times for 

teps A and B. Finally, the reactor that produces the best perfor- 

ance is selected and simulated at different precursor flow rates 

o be compared with the typical type reactor (G0) in terms of effi- 

iency and effectiveness. 

.1. Simulation results of multiscale CFD modeling and validation 

In the multiscale CFD simulations, the flow is assumed to 

e laminar in the fluid dynamics point of view as discussed in 

ection 2.3.1 . The assumption is validated by the contours of the 

eynolds number at 0.025 s of half-cycle time elapsed at standard 

eactor operating conditons, which are illustrated in Figs. 5 and 

 . It is observed that the highest Reynolds number is localized at 

he precursor injection region for Steps A and B, with the largest 

eynolds number among all reactor configurations being 1.30 for 

tep A and 2.59 for Step B with both values obtained from the 

howerhead reactor. Consequently, no turbulent regime is observed 

hroughout all of the reactors due to the atmospheric operating 

ondition which provides more control over the flow pattern. As 

 result, the flow through the reactor is characterized by laminar 

ehavior and supports the assumption made in Section 2.3.1 . 
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Fig. 5. Contours of Reynolds Number for Step A of various reactor configurations at 0.025 s in the standard condition in Table 3 . 

Fig. 6. Contours of Reynolds Number for Step B of various reactor configurations at 0.025 s in the standard condition in Table 3 . 

Table 4 

Half-cycle times determined by the kMC simulation of the multiscale CFD model. 

Reactor Step A Step B 

G0 1.437 s 2.514 s 

G1 1.446 s 2.542 s 

G2 1.436 s 2.528 s 

G3 1.414 s 2.498 s 
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As shown in Fig. 2 a, the wafer is divided into twelve parts to

alculate the etching progression for the microscopic simulations 

ince the process data varies with location on the surface. Dividing 

he wafer into twelve sections enables one to collect more accu- 

ate and plausible numerical solutions than simulations with aver- 

ged pressure and temperature for the whole wafer. The results of 

ultiscale computational fluid dynamics (CFD) simulations for the 

eactors are provided in Table 4 . For all four reactors, the half-cycle 

imes for Step A are calculated as 1.414 s through 1.446 s and the 

alf-cycle times for Step B are also calculated as 2.498 s through 

.542 s using the kinetic Monte Carlo (kMC) method. The half-cycle 

imes for both steps were computationally determined to be 1.38 s 

nd 2.38 s, respectively, in the previously developed microscopic 

odel ( Yun et al., 2022 ) where the simulations were performed 

nder ideal conditions without the influence of transport phenom- 

na effects in the gas phase, which was supported by the experi- 

ental data from Lee et al. (2016) . It is obvious that the half-cycle

imes from the multiscale CFD modeling are delayed due to the in- 

lusion of mass transport as it takes some time for the wafer to be

aturated by the precursors unlike the microscopic model at the 

teady-state. Furthermore, the consideration of the consumption of 

recursor species contributes to the slower process time. Hence, it 

s demonstrated that the overall multiscale CFD modeling includ- 

ng the thermophysical data is successfully developed. 

.2. Comparison of reactor designs 

The central region (sections 5 through 8 in Fig. 2 a) of the wafer,

s shown in Fig. 2 b, is divided into 12 substrate positions (labeled 

n increasing order from the top to the bottom of the figure) to cal- 

ulate the pressure of the precursors at each part so that the analy- 
8 
is of film uniformity is carried out. Fig. 7 shows the flow patterns 

f the four reactors over substrate position, which exactly agrees 

ith the pressure contours of the precursor in Fig. 8 . The pressure 

ontours of HF precursor are also consistent with the pressure con- 

ours of TMA in Fig. 9 , thus the type of species in the thermal ALE

ycle of Al 2 O 3 plays a limited role in affecting the flow profile. As 

hown in Fig. 7 a, the flow of the typical reactor (G0) is formed in

 circular shape due to the isotropic flow. The largest pressure de- 

iation (i.e., the difference between the maximum and minimum 

ressures) is given as 15.2 Pa at 0.2 s and the half-cycle times are 

.437 s for Step A and 2.514 s for Step B. 

Fig. 7 b indicates that the flow of the reactor with three inlets 

G1) is more evenly distributed than that of G0, and consequently, 

1 has less pressure deviation than G0, of which the largest value 

s 11.4 Pa at 0.2 s. This is also shown in Fig. 8 b. However, the half-

ycle times (1.446 s for Step A and 2.54 s for Step B) are greater

han those of G0 due to the lower precursor velocity as can be 

een in Table 4 . Despite the input being distributed through three 

nlets, the flow appears to migrate more towards the outlet of the 

afer, leading to an uneven flow profile. 

Fig. 7 c reveals that the reactor with the showerhead (G2) im- 

roves the flow pattern when compared to that of G0 and G1, and 

he largest pressure deviation is calculated to be 8.5 Pa at 0.2 s. 

lso, with time progression, the uniformity of the flow improves 

aster, hence, the pressure deviation decreases, compared to G0 

nd G1. In the initial stages of flow development, the parabolic 

ressure profile mentioned in the discussion of G0 is also displayed 

ith that of G2 in Figs. 8 c and 9 c. It is observed that the shower-

ead serves to decrease the amount of precursor in central regions 

f the wafer, and therefore G2 has better uniformity compared to 

0 and G1. The half-cycle times (1.436 s for Step A and 2.528 s for

tep B) are similar to the half-cycle times of G0 due to the flow re-

istance of the showerhead divider. Thus, the addition of the show- 

rhead divider improves the uniformity, but marginally improves 

he half-cycle time for Step A and slightly increases the half-cycle 

ime for Step B. 

As shown in Fig. 7 d, the reactor with the inclined plate (G3) 

as the most uniform flow pattern at every time step, in which the 

argest pressure deviation is 2.9 Pa at 0.2 s. Table 4 shows that G3 

as the least half-cycle times (1.414 s for Step A and 2.528 s for 
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Fig. 7. Centerline HF pressure data for each reactor at various times for an HF feed flow rate of 150 sccm. The substrate position is numbered starting from the top of the 

divided wafer in Fig. 2 b to the bottom. 

Fig. 8. Contours of pressure of HF on the surface of the wafer for a Step A process time of 0.1 s and for an HF feed flow rate of 150 sccm. 

Fig. 9. Contours of pressure of TMA on the surface of the wafer for a Step B process time of 0.2 s and for a TMA feed flow rate of 70 sccm. 

9 
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Fig. 10. Complete cycle of G3 displaying the pressure of HF and TMA and coverage 

of AlF 3 for an HF and TMA feed flow rate of 150 sccm and 70 sccm, respectively. 

The blue solid line and the orange dashed line indicate the pressure of HF and TMA 

over time, respectively. The yellow solid line shows the coverage of AlF 3 . The AlF 3 
is formed in Step A and etched in Step B. (For interpretation of the references to 

color in this figure legend, the reader is referred to the web version of this article.) 
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tep B) among the reactors despite the inclined plate acting as a 

ow resistance. Nevertheless, the results indicate that the effect of 

he uniformity outweighs the flow resistance, thus leading to the 

xpediting of the etching process. Therefore, it is concluded that 

3 may be able to provide better film quality and thickness con- 

rol than the other types of reactors. The complete etching cycle 

f Al 2 O 3 for G3 is displayed in Fig. 10 . The inclined plate reactor 

G3) shows the best performance in terms of the film uniformity 

nd etching speed. Fig. 10 shows the pressure of the two precur- 

ors and the etching progression over time, which is provided from 

he multiscale CFD simulation. The cycle consists of an HF dose of 

 s, an N 2 purge of 5 s, a TMA dose of 3 s, and an N 2 purge of 5 s.

.3. Efficiency of the inclined plate reactor 

Multiscale CFD simulations are performed previously for differ- 

nt feed flow rates for the typical reactor (G0) and the reactor with 

he inclined plate (G3). The comparison of the half-cycle times of 

teps A and B and the annual feed consumption of the precursor 

pecies, HF and TMA, are displayed in Fig. 11 . The annual feed con-

umption is calculated by assuming that 96 cycles of etching are 

onducted daily and that the half-cycle times for each feed flow 

ate remain constant with each cycle in a single wafer system. The 

stimates for the precursor consumption are calculated for a single 

afer. The results for Step A in Fig. 11 a indicate that the half-cycle

ime for Step A for G3 is consistently faster compared to that of G0, 
ig. 11. Process time and consumption of HF and TMA per year comparison between the

he blue and orange bar indicate the consumption of the precursors for G0 and G3, respe

ime of G0 and G3 for both steps, respectively. (For interpretation of the references to col

10 
hus, the amount of precursor needed to ensure complete coverage 

s less than that of G0. By utilizing G3, at least 1.3 × 10 3 std cm 

3 

nd at most 5.5 × 10 4 std cm 

3 of HF can be saved for the range

f the simulated flow rates with 600 sccm flow rate achieving the 

reatest amount of precursor that could be saved. The quantitative 

esults from Step B are displayed in Fig. 11 b where faster etching 

esults for Step B are observed for G3, thus, lesser TMA is needed 

o achieve complete etching of a monolayer of surface substrate. 

dopting the G3 model could save at least 6.5 × 10 2 std cm 

3 

nd at most 6.7 × 10 4 std cm 

3 of TMA for the simulated range 

f feed flow rates. The greatest amount of TMA saved for G3 in 

omparison to G0 occurs with a flow rate of 600 sccm. Conse- 

uently, the benefits of utilizing the inclined plate reactor not only 

nclude reduced Modification (Fluorination) and etching times but 

lso a lesser amount of precursors is needed when compared to 

he typical reactor. Despite being able to maximize the amount 

f precursor saved for the 600 sccm flow rate, the reduction in 

he half-cycle times for Steps A and B suggest that increasing the 

recursor flow rate does not reduce the half-cycle times signifi- 

antly, and thus, it may be preferable to operate under laminar- 

ike conditions with a lower magnitude of flow rate as discussed 

y Peltonen et al. (2018) . 

. Conclusion 

The thermal atomic layer etching (ALE) process of Al 2 O 3 was 

imulated using a multiscale 3D computational fluid dynamics 

CFD) model to investigate the impact of gas-phase transport phe- 

omena on the etching process across a wafer. The CFD simulation 

as performed first by constructing various reactor geometries 

typical, multi-inlet, showerhead, and inclined plate) and mesh- 

ng these geometries was completed until the quality criteria were 

et using Ansys software. Next, Ansys Fluent was used to per- 

orm the CFD simulation with the inclusion of precursor consump- 

ion via reactions corresponding to the microscopic model of the 

tching process. The phonon calculations to obtain thermophysical 

ata were carried out prior to CFD calculations with some materi- 

ls requiring the use of computational chemistry software, Quan- 

um Espresso (QE), to calculate the thermophysical data through 

lectronic calculations. Lastly, the process data exported at every 

ime step from Fluent were used in the kinetic Monte Carlo (kMC) 

icroscopic model to determine the half-cycle times for Steps A 

nd B for each reactor geometry. The results of the multiscale CFD 

odel were validated by the experimental results from Lee and 

eorge (2015) . It was found that the inclined plate reactor pro- 

uces a desirable distribution of precursor to the wafer and has 
 CFD simulations of the typical reactor (G0) and of the inclined plate reactor (G3). 

ctively, for a single reactor. The black and yellow solid lines indicate the half-cycle 

or in this figure legend, the reader is referred to the web version of this article.) 
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