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Sliding mode based feedback control has long been recognized as a powerful, yet easy-to-implement, control method
to counteract non-vanishing external disturbances and unmodelled dynamics. Recently, research attention has focused
on the development of sliding mode feedback control methods for various classes of infinite-dimensional systems.
However, the existing methods are based on the assumption that distributed sensing and actuation is available, which
significantly restricts their applicability to distributed process control applications. In this work, a sliding mode output
feedback control method is developed for a class of linear infinite-dimensional systems with finite-dimensional unstable
part using finite-dimensional sensing and actuation. Modal decomposition is initially used to decompose the original
infinite-dimensional system into an interconnection of a finite-dimensional (possibly unstable) system and an infinite-
dimensional stable system. Then, a sliding mode-based stabilizing state feedback controller is constructed on the basis
of the finite-dimensional system. Subsequently, an infinite-dimensional Luenberger state observer, which utilizes a
finite number of measurements, is constructed to provide estimates of the state of the infinite-dimensional system.
Finally, an output feedback controller design is completed by coupling the infinite-dimensional Luenberger state
observer and the sliding mode-based state feedback controller. Implementation, performance and robustness issues
of the sliding-mode output feedback controller are illustrated in a simulation study of a distributed parameter system
governed by the linearization around the spatially-uniform steady-state solution of the Kuramoto–Sivashinsky partial
differential equation with periodic boundary conditions.

1. Introduction

Sliding-mode control has long been recognized as
a powerful control method to counteract non-vanishing
external disturbances and unmodelled dynamics (Utkin
1992). This method is based on the deliberate intro-
duction of sliding motions into the control system and
consists of two steps. First, a manifold is designed such
that if confined to this manifold the system has desired
dynamic properties. Second, a switched control law,
which drives the system to the manifold, is synthesized.
The controller, thus constructed, asymptotically stabi-
lizes the system and since the motion along the manifold
proves to be uncorrupted by matched disturbances,
the closed-loop system is additionally guaranteed to
have strong robustness properties against matched
disturbances. Due to these advantages and simplicity
of implementation, sliding-mode controllers have widely
been used in various applications (Utkin et al. 1999).

Motivated by technological advances, significant
interest has emerged in extending this discontinuous
control method to distributed parameter systems
(DPS). The earlier works (Orlov and Utkin 1987,
Zolezzi 1989) on extensions of discontinuous control
algorithms to infinite-dimensional systems ran into
a major difficulty, caused by the presence of an

unbounded infinitesimal operator in the plant equation,
and called for further theoretical investigations.
Presently, the discontinuous control synthesis in the
infinite-dimensional setting is well documented (Orlov
2000, Levaggi 2002 a,b, Orlov and Dochain 2002).
This synthesis retains robustness features, similar to
those possessed by its counterpart in the finite-dimen-
sional case. Being complementary to theH1-design (van
Keulen 1993, Curtain and Zwart 1995, Foias et al. 1996)
it constitutes an alternative approach to control of infi-
nite-dimensional systems.

However, the existing results on discontinuous
control of infinite-dimensional systems are based on
the assumption that distributed sensing and actuation
is available over the entire spatial domain. Although
due to recent advances in micro-electro-mechanical-
systems (MEMS) technology, manufacturing large
arrays of micro sensors and actuators with integrated
control circuitry has become feasible (see (Ho and Tai
1998) and references quoted therein), implementation
of distributed sensors and actuators is hardly possible
in many real-life applications where the available
number of sensors and actuators is typically small.
Thus, the development of discontinuous control
methods for infinite-dimensional systems with finite-
dimensional sensing and actuation is a fundamental
problem of relevance to various practical applications.

In this work, an output feedback control method
based on sliding modes is developed for a class of linear
infinite-dimensional systems with finite-dimensional
unstable part using finite-dimensional sensing and
actuation. For these systems, our main results include:
(1) the discontinuous output feedback controller
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synthesis based on sliding modes in the infinite-
dimensional setting, and (2) the justification of the
implementation of the discontinuous sliding-mode
controller via its continuous approximation.

Initially, the class of infinite-dimensional system
is precisely formulated. Modal decomposition is then
used to decompose the original infinite-dimensional
system into an interconnection of a finite-dimensional
(possibly unstable) system and an infinite-dimensional
stable system. A sliding mode-based stabilizing state
feedback controller is constructed on the basis of the
finite-dimensional system. Subsequently, an infinite-
dimensional Luenberger state observer, which utilizes
a finite-number of measurements, is constructed to
provide estimates of the state of the infinite-dimensional
system. Finally, an output feedback controller design
is completed by coupling the infinite-dimensional
Luenberger state observer and the sliding mode-based
state feedback controller. In order to obtain the
fully practical finite-dimensional framework for control-
ler synthesis, a finite-dimensional approximation of the
Luenberger observer as well as a continuous approxi-
mation of the sliding-mode controller are carried out
at the implementation stage.

Implementation, performance and robustness issues
of the sliding-mode output feedback control design
are illustrated in a simulation study of a distributed
parameter system governed by the linearization of the
Kuramoto–Sivashinsky equation around the spatially-
uniform steady-state solution with periodic boundary
conditions. While being unforced, the KSE describes
incipient instabilities in a variety of physical and chemi-
cal systems and a control problem that occurs here is
to avoid the appearance of the instabilities in the
closed-loop system (Christofides and Armaou 2000)
(see also Christofides (2001) for other results on control
of PDE systems). We also note several recent works on
control of the Kuramoto–Sivashinsky equation includ-
ing boundary control (Liu and Krstić 2001) as well as
methods for robust (Hu and Temam 2001) and adaptive
(Kobayashi 2002) stabilization.

The outline of the paper is as follows. Background
material on infinite-dimensional systems is given in
} 2. Sliding-mode output feedback controller synthesis,
augmented with a proper continuous approximation,
is developed in } 3. Numerical results appear in } 4.
Finally, } 5 presents some conclusions.

2. Preliminaries

We consider infinite-dimensional systems, defined in
a Hilbert space H, of the form:

_xx ¼ Axþ Bu ð1Þ

y ¼ Cx ð2Þ

where x 2 H is the state, u 2 Rm is the control input,
y 2 Rp is the measured output, A is an infinitesimal
operator which generates a C0 (strongly continuous)
semigroup TAðtÞ, B 2 LðRm,HÞ and C 2 LðH,Rp

Þ:Here-
inafter, the notation is fairly standard. Particularly,
given Hilbert spacesU andH, the symbol LðU,HÞ stands
for the set of linear bounded operators from U to H.
All relevant backgroundmaterial on infinite-dimensional
dynamic systems in a Hilbert space can be found, e.g. in
Curtain and Zwart (1995).

Given an initial condition

xð0Þ ¼ x0 2 H ð3Þ

it is well-known that the Hilbert space-valued differ-
ential equation (1) with a continuously differentiable
control input u(x) has a unique local mild solution x(t)
(Pazy 1983). By default, only mild solutions are under
study in the present work. The precise meaning of
the solution of (1), for inputs which are only piece-
wise continuously differentiable, is defined as a limiting
result obtained through the following regularization
procedure.

Let the control input u(x) undergo discontinuities on
the hyperplane

�x ¼ 0, � 2 LðH,Rm
Þ ð4Þ

and let u(x) be continuously differentiable beyond this
hyperplane. Then the trajectories of (1) are defined in
the conventional sense whenever they are beyond the
discontinuity hyperplane (4) whereas in a vicinity of
this hyperplane the original system is replaced by
a related system, which takes into account all possible
imperfections in the new control input u�ðxÞ (e.g. delay,
hysteresis, saturation, etc.) and for which there exists
a conventional solution. A motion along the dis-
continuity hyperplane, if any, is then obtained by
making the characteristics of the new system approach
those of the original one. Such a motion is further
referred to as a sliding mode that has become standard
in the literature. The rigorous introduction of the
solution concept is as follows (Orlov and Dochain
2002).

Definition 1: An absolutely continuous function x�ðtÞ,
defined on some interval ½0, �Þ, is said to be an approx-
imate �-solution of system (1) if it is a conventional
solution of

_xx� ¼ Ax� þ Bu�ðx�Þ

with some u�ðxÞ such that

ku�ðxÞ � uðxÞk � � for all x 2 H subject to k�xk � �:

ð5Þ

Definition 2: An absolutely continuous function x(t),
defined on some interval ½0, �Þ, is said to be a solution
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of system (1) if there exists a family of �-solutions x�ðtÞ
of the system such that

lim
�!0

kx�ðtÞ � xðtÞk ¼ 0 uniformly in t 2 ½0, �Þ:

Thus, by definition the sliding motion, which is in
general non-unique, does not depend on the precise
specification of the discontinuous input on the disconti-
nuity hyperplane. Moreover, an equivalent control value
ueqðxÞ, maintaining the system motion on this hyper-
plane, is imposed by the original system itself. If the
m�m-matrix ð�BÞ is non-singular there exists a unique
solution of the equation � _xx ¼ 0, i.e. �Axþ �Bu ¼ 0
with respect to u and this solution

ueqðxÞ ¼ �ð�BÞ�1�Ax ð6Þ

is accepted as the equivalent control value because
(6) is the only controller maintaining system (1) with
appropriate initial conditions on the hyperplane
�x ¼ 0. According to the infinite-dimensional extension
(Orlov 2000, Orlov and Dochain 2002) of the equiv-
alent control method (Utkin 1992), the so-called sliding
mode equation

_xx ¼ ½A� Bð�BÞ�1�A�x ð7Þ

governing the system motion on the discontinuity hyper-
plane �x ¼ 0, is then obtained by substituting the
equivalent control value (6) into (1) for u. The following
result is extracted from Orlov (2000, Theorem 1).

Theorem 1: Consider the dynamic system (1) subject
to the above assumptions and solution formulation. Let
Tðx0Þ � 0 be a finite time, which depends on the initial
condition (3), in which the system starts evolving in
the discontinuity hyperplane (4) and let the operator
~AA ¼ A� Bð�BÞ�1�A generate an exponentially stable
semigroup. Then the initial value problem (1), (3) has
a unique solution, and this solution is governed by the
sliding mode equation (7) for t � Tðx0Þ.

For convenience of the reader, we recall the defini-
tion of the generator of an exponentially stable semi-
group as well as that of the exponential stabilizability/
detectability (see, e.g. Curtain and Zwart (1995) for
details).

Definition 3: The operator ~AA generates an exponen-
tially stable semigroup ~SSðtÞ iff the initial value problem
_xx ¼ ~AAx, xð0Þ ¼ x0 has a unique solution xðtÞ ¼ ~SSðtÞx0,
and k ~SSðtÞk � !e��t for all t� 0 and some positive !,�:

Definition 4: System (1), (2), or equivalently, the pair
fA,Bg is said to be exponentially stabilizable if there
exists D 2 LðH,Rm

Þ such that the operator Aþ BD
generates an exponentially stable semigroup.

Definition 5: System (1), (2), or equivalently, the pair
fA,Cg is said to be exponentially detectable if there

exists L 2 LðRp,HÞ such that the operator Aþ LC
generates an exponentially stable semigroup.

The following assumption is made throughout.

Assumption 1: System (1), (2) is exponentially stabiliz-
able and detectable.

Assumption 1 implies that the system (1) and (2) can
be exponentially stabilized via linear dynamic output
feedback control of the form

uð ~xxÞ ¼ D ~xx ð8Þ

_~xx~xx ¼ A ~xxþ Buð ~xxÞ � Lðy� C ~xxÞ ð9Þ

where the internal state ~xx 2 H, and the operators D
and L satisfy the condition of the stabilizability/detect-
ability definitions.

Moreover, under the assumption of exponential
stabilizability and detectability, H can be decomposed
as H ¼ H1 �H2, and the state equation (1) can be
rewritten in terms of x1 2 H1 and x2 2 H2, as (Curtain
and Zwart 1995, } 5.2)

_xx1 ¼ A1x1 þ B1u ð10Þ

_xx2 ¼ A2x2 þ B2u ð11Þ

y ¼ C1x1 þ C2x2 ð12Þ

where H1 ¼ Rn is a finite-dimensional subspace,
Aj ¼ AjHj

, and Cj ¼ CjHj
are the operator restrictions

on Hj, j ¼ 1, 2, Bj ¼ PjB and Pj is the projector on Hj.
From Assumption 1, the matrix pairs fA1,B1g and
fA1,C1g are controllable and observable, respectively,
and the operator A2 ¼ AjH2

generates an exponentially
stable semigroup SA2

ðtÞ on H2.
The decomposition (10) and (11) of the original

system (1) into a finite-dimensional possibly unstable
part (10) and an infinite-dimensional stable part (11)
has long been recognized as providing the frame-
work for the design of stabilizing controllers for
linear infinite-dimensional systems (see the notes
and references quoted in Curtain and Zwart (1995,
Chapter 5). Using the decomposition of (10) and (11),
the synthesis of dynamic output feedback control laws
is obtained as

uð ~xx1Þ ¼ D1 ~xx1 ð13Þ

_~xx~xx1 ¼ A1 ~xx1 þ B1uð ~xx1Þ

� L1ðy� C1 ~xx1 � C2 ~xx2Þ ð14Þ

_~xx~xx2 ¼ A2 ~xx2 þ B2uð ~xx1Þ ð15Þ

where D1 ¼ DjH1
, L1 ¼ P1L are such that the n� n

matrices A1 þ B1D1 and A1 þ L1C1 are Hurwitz.
Although the finite-dimensional state estimate ~xx1ðtÞ is
only required in the control law (13), the Luenberger
observer design is carried out in the infinite-dimensional
setting (14) and (15) to avoid the appearance of the
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destabilizing spill-over effect in the closed-loop system
(see also proof of Theorem 4). The implementation of
the above observer can then be performed by obtaining
a finite-dimensional approximation of the ~xx2-subsystem
of sufficiently high-order.

It is worth noting that there is a body of literature
focusing on the construction of the associated
Luenberger observers for stabilization of infinite-dimen-
sional systems (see, e.g. Curtain and Zwart (1995,
Chapter 5) and references therein). Such a treatment,
based on a finite-dimensional approximation of the
original infinite-dimensional system, becomes attractive
in practice if instabilities due to spill-over effect can be
prevented; it additionally ensures strong robustness
properties against unmodelled dynamics and parameter
variations. In order to enhance performance the
approximation-based treatment will subsequently be
accompanied by sliding-mode output feedback syn-
thesis, potentially capable of providing this desired
robustness feature.

Remark 1: We note that under Assumption 1, the
eigenspectrum of the operator A of system (1) could
have hyperbolic-like or parabolic-like structure. As an
example, in figure 1, we show the eigenspectrum of
the linearized Korteweg–de Vries–Burgers (KdVB)
equation (left plot), which is a third-order PDE with
a hyperbolic-like spectrum and that of the linearized
Kuramoto–Sivashinsky equation (KSE) (right plot),
which is a fourth-order PDE with a parabolic-like
spectrum. Specifically, the linearized KdVB equation
takes the form

@x

@t
¼ �

@3x

@z3
þ a1

@2x

@z2

@jx

@zj
0, tð Þ ¼

@jx

@zj
þ�, tð Þ, j ¼ 0, . . . , 2 ð16Þ

and the linearized KSE takes the form

@x

@t
¼ ��

@4x

@z4
�
@2x

@z2

@jx

@zj
��, tð Þ ¼

@jx

@zj
þ�, tð Þ, j ¼ 0, . . . , 3: ð17Þ

Both the linearized KdVB and KS partial differential
equations belong in the class of linear infinite-
dimensional systems considered in this work and satisfy
Assumption 1 (see Armaou and Christofides (2000)
for results on finite-dimensional control design for the
KdVB equation and the KSE).

3. Sliding-mode feedback synthesis

The aim of this section is to demonstrate how the
approximation-based approach can be used to globally
exponentially stabilize the infinite-dimensional system
(1) and (2) by means of discontinuous output feedback
control. First, a discontinuous state feedback controller
is constructed and then the Luenberger observer (14)
and (15) of the unstable modes is involved to synthesize
a stabilizing output feedback law.

3.1. State feedback design

The stabilizing discontinuous state feedback control-
ler to be developed is based on the deliberate intro-
duction of sliding modes into the finite-dimensional
subsystem (10). Taking into account that the infinite-
dimensional subsystem (11) is stable and does not
require to be stabilized, the discontinuous state feed-
back, stabilizing subsystem (10), is subsequently shown
to simultaneously stabilize the infinite-dimensional
closed-loop system (10) and (11). Thus, the discon-
tinuous stabilization of the infinite-dimensional system
(10) and (11) is reduced to the sliding-mode finite-
dimensional treatment which is as follows (Utkin 1992).
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Figure 1. Eigenspectrum of the linearized KdVB equation with a1 ¼ 0:05 (left plot) and that of the linearized KSE with
� ¼ 0:2 (right plot).
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The stabilization problem for the finite-dimensional
system (10) is solved in the space of the new state vari-
able

� ¼ Mx1 2 Rn
ð18Þ

where M 2 Rn�n is a non-singular matrix such that

MB1 ¼ ð0,B12Þ
T

ð19Þ

with a non-singular matrix B12 2 Rm�m. To satisfy (19),
the first n�m rows ofM are composed of n�m linearly
independent vectors, orthogonal to the control sub-
space, whereas BT

1 forms the remaining m rows of M
so that the matrix B12 ¼ BT

1B1 is non-singular.
System (10), rewritten in terms of the components

�1 ¼ P11� 2 Rn�m, �2 ¼ P12� 2 Rm of the new state
variable � ¼ ð�1, �2Þ

T, is given by

_�1�1 ¼ A11�1 þ A12�2 ð20Þ

_�2�2 ¼ A21�1 þ A22�2 þ B12u ð21Þ

where P11 and P12 are the projectors on the subspaces
spanned by the first n�m state components and the
remaining m components, respectively. By construction,
the matrix pair fA1,B1g is controllable, because the
pair fA,Bg, otherwise, would not be exponentially sta-
bilizable. Due to the lemma of Utkin (1992, p. 101), it
follows that the matrix pair fA11,A12g is also control-
lable. Then, by an appropriate choice of K 2 Rm�ðn�mÞ,
the matrix A11 þ A12K can be made Hurwitz with an
a priori fixed location of the eigenvalues.

The unit signal-based control law can be synthesized
in the form

uð�Þ ¼ �½g0 þ g1k�k�B
�1
12 Uð��Þ ð22Þ

with non-negative g0

g1 > kA21 � KA11k þ kA22 � KA12k ð23Þ

�� ¼ �2 � K�1 ð24Þ

and

Uð��Þ ¼
��

k��k
ð25Þ

to drive the system (20) and (21) to the discontinuity
hyperplane �� ¼ 0. In the above control law, g0 and
g1 are constants, the norm of the unit component
Uð��Þ is equal to one everywhere but on the hyper-
plane �� ¼ 0, where this component is permitted to
be multivalued and take any value from the unit ball
Bm
1 ¼ fu 2 Rm: kuk � 1g.
It should be pointed out that the standard sliding-

mode control would also be synthesized to steer the
system to the same hyperplane (Utkin 1992). However,
this standard approach would result in several switch-
ing points as one coordinate after the other hits the
hyperplane and in order to design such a controller

one would need to additionally follow the hierarchy
of the control components that ensures the existence
of the sliding motion. In order to simplify the stability
analysis and avoid extra computations, required by the
hierarchy procedure, the unit feedback controller (22)
is synthesized in such a manner that the motion of the
closed-loop system never passes through the discon-
tinuity hyperplane. The system stability is thus analyzed
beyond the hyperplane. Once the trajectory is on the
discontinuity hyperplane, smooth closed-loop system
dynamics can be restored and standard Lyapunov
theory can be used.

The linear boundedness of controller (22) prevents
the state of the closed-loop system (20)–(22), from
escaping to infinity in finite time. Subject to the
lower bound (23), this controller dominates the rest,
ðA21 � KA11Þ�1 þ ðA22 � KA12Þ�2, of the right-hand side
of the equation

� _�� ¼ ðA21 � KA11Þ�1 þ ðA22 � KA12Þ�2 þ B12uð�Þ ð26Þ

thereby providing the flow of the closed-loop system
to be directed toward the discontinuity hyperplane
�� ¼ 0. Since the sliding mode equation � _�� ¼ 0, or
equivalently

_��1 ¼ ðA11 þ A12KÞ�1 ð27Þ

is exponentially stable due to a special choice of K,
the finite-dimensional system (20) and (21), driven by
the discontinuous control law (22)–(25), can be proven
to be asymptotically (when g0 > 0) or exponentially
stable (when g0 ¼ 0).

The following result is inspired from the standard
sliding-mode control theory (Utkin 1992, Chapter 7, } 6)

Lemma 1: Let the finite-dimensional system (20) and
(21), be driven by the unit control law (22)–(25). Then,
given an initial condition �ð0Þ ¼ �0 2 Rn, the closed-loop
system (20)–(25) has a unique solution, globally defined
for all t� 0, and this system is globally asymptotically
stable when g0 > 0 and it is globally exponentially stable
when g0 ¼ 0.

Proof: We break up the proof into three simple steps.

(1) By the theorem of Utkin (1992, p. 16) a unique
solution of the finite-dimensional system (20)–
(25) exists locally for all initial conditions.
By the same theorem, a system motion on the
discontinuity hyperplane �� ¼ 0, if any, is gov-
erned by the sliding mode equation (27). While
being governed by the linear equation (27),
such a motion is apparently uniformly bounded
on an arbitrary finite time interval and globally
continuable on the right. The same is also true
for a motion, initialized beyond the discontinuity
hyperplane.
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Indeed, beyond this hyperplane the right-hand
side of the state equation (20)–(25) is linearly
bounded in the state variable so that

k�ðtÞk � k�0k þ

Z t

0

½g0 þ Lk�ð�Þk� d� ð28Þ

for some constant L>0. It follows that

k�ðtÞk � ½k�0k þ g0T � þ L

Z t

0

k�ð�Þk d�, 0 � t < T :

ð29Þ

By applying the Bellman–Gronwall lemma to
inequality (29), any solution of this equation is
uniformly bounded

k�ðtÞk � ½k�0k þ g0T � eLT ð30Þ

on an arbitrary time interval ½0,T Þ before pos-
sible getting on the discontinuity hyperplane
where it has been shown to remain uniformly
bounded on any finite time interval. Thus,
given an arbitrary initial condition, there exists
a unique solution of (20)–(25), which turns out
to be globally continuable on the right.

(2) Let us now assume that g0 > 0 and let us demon-
strate that the closed-loop system in this case
is globally asymptotically stable. For this pur-
pose, we introduce the quadratic function

Vð��Þ ¼ ð��ÞT�� ð31Þ

and compute its time derivative along the trajec-
tories of the closed-loop system (20)–(25)

_VVðtÞ ¼ 2ð��ÞTfðA21 � KA11Þ�1 þ ðA22 � KA12Þ�2

� ½g0 þ g1k�k�Uð��Þg � �2ð��ÞTfg0 þ ½g1 � kA21

� KA11k � kA22 � KA12k�k�kg
��

k��k
: ð32Þ

Due to (23), it follows that

_VVðtÞ � �2g0k��k ¼ �2g0
ffiffiffiffiffiffiffiffiffi
VðtÞ

p
ð33Þ

thereby yielding the finite time convergence of
V(t) to zero. In order to reproduce this con-
clusion, one should note that for all t� 0, an
arbitrary solution V(t) to the latter inequality
is dominated, i.e. VðtÞ � V0ðtÞ, by the solution
to the differential equation _VV0ðtÞ ¼ �2g0

ffiffiffiffiffiffiffiffiffiffiffi
V0ðtÞ

p
,

initialized with the same initial condition
V0ð0Þ ¼ k��0k2. Since V0ðtÞ ¼ 0 for all t � g�1

0

k � ��0k, V(t) vanishes after a finite time moment
T � T0 ¼ g�1

0 k��0k, i.e. ��ðtÞ ¼ 0 for all t � T .
Thus, starting from the finite time moment

T � g�1
0 k��0k the closed-loop system evolves

in the sliding mode on the m-dimensional
hyperplane �� ¼ 0: By the theorem of Utkin

(1992, p. 16), this motion is governed by the slid-
ing mode equation (27) which is globally expo-
nentially stable due to a special choice of the
matrix K. While being governed on the time
interval t 2 ½0,T Þ by the ordinary differential
equations (20) and (21) with a smooth right-
hand side, the initial stage of the trajectory,
before it hits the discontinuity hyperplane
�� ¼ 0, continuously depends on the initial con-
ditions. Coupled to the exponential stability of
the sliding motion after the time moment T, this
ensures the closed-loop system (20)–(25) with
g0 > 0 to be globally asymptotically stable on
the semi-infinite time interval ½0,1Þ.

(3) Setting g0 ¼ 0 in the control algorithm (22),
the derivative estimate (32) for the quadratic
function (31) takes the form

_VVðtÞ � �2gk�ðtÞk
ffiffiffiffiffiffiffiffiffi
VðtÞ

p
ð34Þ

where g ¼ g1 � kA21 � KA11k � kA22 � KA12k is
positive by virtue of (23).

In contrast to (33), equality (34) cannot
guarantee that VðtÞ ¼ 0 starting from a finite
time moment because (23) is now violated for
k�ðtÞk ! 0. However, if for some � 2 ð0, 1Þ the
state estimate

k�ðtÞk > �k�0k ð35Þ

could be guaranteed on the time interval
t 2 ð0,TÞ with

T ¼
k��0k

g�k�0k
ð36Þ

then in analogy to (33), the trajectory of the
closed-loop system (20)–(25), corresponding to
g0 ¼ 0, would also enter the hyperplane �� ¼ 0
in a finite time �0 � T , and starting from �0 the
system would evolve in the sliding mode on this
hyperplane.

If hypothesis (35) fails to hold on the entire
time interval ð0, �0Þ, then there exists a time
moment t1 2 ð0, �0Þ such that

k�ðt1Þk ¼ �k�0k: ð37Þ

Taking into account the earlier obtained state
estimate (30) subject to g0 ¼ 0, it follows that

k�ðtÞk � k�0k eLT for t 2 ð0, t1Þ: ð38Þ

Now regarding t1 as the new initial time moment
and following the same line of reasoning as
before, we can obtain that either the state vector
enters the hyperplane �� ¼ 0 at time instant
�1 < t1 þ T and then it evolves in the sliding
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mode on this hyperplane, or k�ðt2Þk ¼ �2k�0k for
some t2 2 ðt1, �1Þ and

k�ðtÞk � �k�0k eLT for t 2 ðt1, t2Þ: ð39Þ

Thus, by iterating on i, we conclude that either
the state vector enters the hyperplane �� ¼ 0
in a finite time and after that it never leaves
this hyperplane, or k�ðtiþ1Þk ¼ �iþ1

k�0k for
some tiþ1 2 ðti, �iÞ, i ¼ 0, 1, . . . ; and

k�ðtÞk � �ik�0k eLT for t 2 ðti, tiþ1Þ ð40Þ

where t0¼ 0.

In the latter case, inequalities (2), coupled
together for i ¼ 0, 1, . . . , ensure that for all
t� 0 there exists a decaying exponential state
estimate

k�ðtÞk � L0k�
0
ke�	t

ð41Þ

with 	 ¼ �T�1 ln � > 0 and L0 ¼ eLT > 0.
In turn, in the former case, inequalities (41) are

also satisfied before the instant of hitting the
hyperplane �� ¼ 0 whereas after this instant the
sliding motion on �� ¼ 0 is governed by the glob-
ally exponentially stable equation (27). Thus, in
any case the closed-loop system (20)–(25) with
g0 ¼ 0 proves to be globally exponentially stable.
Lemma 1 is completely proven.

One can be surprised that according to Lemma 1,
feedback (22) with g0 > 0 can only guarantee asymptotic
stability of the closed-loop system whereas the less
powerful feedback (22) with g0 ¼ 0 exponentially
stabilizes the system. To explain this, one should take
into account that the peaking phenomenon (Sussman
and Kokotovic 1991) in the initial stage of the trajec-
tory, before it hits the discontinuity hyperplane, is
capable of destroying exponential stability of the
system, but it can only occur when g0 > 0 (cf. the
general upper estimate (30) and the particular upper
estimate (41), corresponding to g0 ¼ 0).

Remark 2: It is worth noting that the sign of the time
derivative (32) of the quadratic function (31), com-
puted along the trajectories of the closed-loop system
(20)–(25) with g0 > 0, remains negative even in the
case when sufficiently small matched disturbances
dðx, tÞ 2 Rm, which satisfy kdð�, tÞk < g0 for all � 2 Rn

and all t > 0, affect the system. Thus, the line of reason-
ing, used in the proof of Lemma 1, applies to such
a perturbed system as well, so that the matched distur-
bances are rejected by the unit controller (22)–(25) with
g0 exceeding a norm bound of these disturbances (see
also the example } 4.2).

Remark 3: The main drawback of the use of the unit
controller (22)–(25) with positive g0 is that of fast

switching of the control action in a practical implemen-
tation of such a controller; this may excite unmodelled
high-frequency dynamics of the closed-loop system
that may severely limit the achievable closed-loop per-
formance. A continuous version of this controller can
be obtained for g0 ¼ 0 (note that in the particular case,
where the number of the control inputs, m, equals to
the dimension of the system, n, the resulting controller
will also be linear). While being continuous in the origin,
this controller reduces the amplitude of undesired oscil-
lations around the equilibrium solution, however, in
contrast to its counterpart with positive g0, it cannot
reject non-vanishing disturbances.

In what follows, we demonstrate that the same
control law (22)–(25) globally stabilizes (asymptotically
(when g0 > 0) or exponentially (when g0 ¼ 0)) the
closed-loop infinite-dimensional system (1).

Theorem 2: Consider an infinite-dimensional system (1)
for which Assumption 1 holds and let the unit control
signal (22)–(25) be constructed via the finite-dimensional
approximation (10) of the system and its equivalent repre-
sentation (18)–(21). Then, given an initial condition xð0Þ ¼
x0 2 H, the closed-loop system (1) and (22)–(25) has a
unique solution, which is globally defined for all t� 0,
and this system is globally asymptotically stable when
g0 > 0 and it is globally exponentially stable when g0 ¼ 0.

Proof: The proof follows the same path as in Lemma 1.

(1) By Lemma 1, a unique solution of the finite-
dimensional system (20)–(25) exists for all initial
conditions and this solution is globally defined
for all t� 0. While this system remains beyond
the discontinuity hyperplane �� ¼ 0, the control
function u(t), computed according to (22) on
the trajectories of (20) and (21), is continuously
differentiable in t. Thus, before the solution
of the finite-dimensional system (20)–(25) hits
the discontinuity hyperplane, the infinite-dimen-
sional system (11), driven by this control signal,
satisfies Pazy (1983, p. 109, Corollary 2.10).
By this corollary, system (11) and (22) has
a unique solution under arbitrary initial condi-
tions (3) at least till a time instant when system
(20)–(25) enters the hyperplane �� ¼ 0.

As shown in the proof of Lemma 1, any sol-
ution of the finite-dimensional system (20)–(25),
entering the discontinuity hyperplane in a finite
time T>0, never leaves it. In order to describe
the behaviour of the infinite-dimensional system
(11) and (22) on the hyperplane �� ¼ 0, one
should use the infinite-dimensional extension of
the equivalent control method that has recently
been justified in Orlov (2000). According to this
extension, the equivalent control value
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ueq ¼ B�1
12 ðKA11 þ KA12K � A21 � A22KÞ�1 ð42Þ

a unique solution of the equation _��ð�ðtÞÞ ¼ 0
with respect to u, is substituted into (11) for u.
By Orlov (2000, theorem 1), the equation

_x2x2 ¼ A2x2 þ B2B
�1
12 ðKA11 þ KA12K � A21

� A22KÞ�1, t � T , ð43Þ

thus obtained, describes the motion of the
infinite-dimensional subsystem (11) while the
finite-dimensional subsystem (10) evolves in
the sliding mode on the discontinuity hyperplane
�� ¼ 0.
Apparently, the equivalent control function (42),
computed along the sliding modes (27), is
continuously differentiable in t, and hence, the
infinite-dimensional sliding mode equation (43)
satisfies Pazy (983, p.109, Corollary 2.10), too.
By applying this corollary to (43), we conclude
that the solutions of the infinite-dimensional
part (11) and (22) of the closed-loop system (1)
and (22)–(25) are globally continuable on the
right, even if the finite-dimensional system enters
the discontinuity hyperplane �� ¼ 0 in a finite
time.

(2) If g0 > 0 then, as shown in the proof of Lemma
1, after the finite time T � g�1

0 k��0k the finite-
dimensional system (20)–(25) evolves in the slid-
ing mode on the hyperplane �� ¼ 0: While being
governed on the time interval ½0,TÞ by the dif-
ferential equations (11), (20) and (25), subject to
the smooth control input (22), the initial stage
of the trajectory x(t), before it hits the disconti-
nuity hyperplane �� ¼ 0, continuously depends
on the initial data x0.

In turn, for t � T the closed-loop system (1),
(22)–(25) is maintained on the hyperplane �� ¼ 0
and it is governed by the sliding mode equations
(27) and (43). Due to a special choice of K, the
solution of the former equation is exponentially
decaying

k�1ðtÞk � !k�1ðTÞke�
ðt�TÞ, t � T ð44Þ

with some !>0 and 
>0. Since the semi-
group SA2

ðtÞ generated by the infinitesimal
operator A2 is exponentially stable, i.e.
kSA2

ðt� TÞ k � !0 e
��ðt�TÞ for all t � T and

some �,!0 > 0, the solution of the latter equa-
tion, given by

x2ðtÞ ¼ SA2
ðt� TÞx2ðTÞ þ

Z t

T

SA2
ðt� T � �ÞB2B

�1
12

� ðKA11 þ KA12K � A21

� A22KÞ�1ð�Þ d� ð45Þ

is estimated as

kx2ðtÞk � !0kx2ðTÞk e��ðt�TÞ

þ �k�1ðTÞk½e�
ðt�TÞ
þ e��ðt�TÞ

�, t � T

ð46Þ

where

� ¼
!0! e�T

j�� 
j
�

kB2B
�1
12 ðKA11 þ KA12K � A21 � A22KÞk > 0

and inequality (44) has been used. By taking
into account (44) and employing that �� ¼ 0,
or equivalently, �2ðtÞ ¼ K�1ðtÞ for t � T , it
follows that

kxðtÞk � !1kxðTÞke��1ðt�TÞ, t � T ð47Þ

for some !1 > 0 and �1 > 0. Coupled to the
afore-mentioned property of the initial stage
of the solution to continuously depend on the
initial data, the exponential decay (47) after the
finite time moment T ensures the global asymp-
totic stability of the closed-loop system (1),
(22)–(25) with g0 > 0.

(3) If g0 ¼ 0 then apart from the exponential decay
(3) on the discontinuity hyperplane �� ¼ 0,
a similar state estimate takes place at the initial
stage preceding a sliding motion on this hyper-
plane. Indeed, by Lemma 1, the finite-dimen-
sional component �(t) of the closed-loop system
(1) and (22)–(25) with g0 ¼ 0 is globally expo-
nentially stable whereas the solution

x2ðtÞ ¼ SA2
ðtÞx2ð0Þ � g1

Z t

0

k�ð�ÞkSA2
ðt� �ÞB2B

�1
12

�
��ð�Þ

k��ð�Þk
d�, 0 � t < T ð48Þ

of the infinite-dimensional part (11), before �(t)
hits the hyperplane �� ¼ 0, is estimated as

kx2ðtÞk � !0kx2ð0Þke
��t

þ �1k�
0
k½e�	t

þ e��t
�,

0 � t < T ð49Þ

where

�1 ¼
L0!0g1
j�� 	j

kB2B
�1
12 k > 0

and inequality (41) has been used. By taking into
account (41), it follows that

kxðtÞk � !2kx
0
k e��2t, 0 � t < T ð50Þ

for some !2 > 0 and �2 > 0. Since relation (50),
coupled to (47), ensures that

kxðtÞk � �kx0ke��t, t � 0 ð51Þ
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for O ¼ maxf!1,!2,!1!2g > 0 and � ¼ min
f�1, �2g > 0, regardless of whether the closed-
loop system enters the discontinuity hyperplane
�� ¼ 0 in a finite time T < 1 or it never hits this
hyperplane, the global exponential stability of (1)
and (22)–(25) with g0 ¼ 0 is guaranteed. Thus,
Theorem 2 is completely proven. œ

The implementation of the discontinuous unit feed-
back (25) can be performed through its continuous
approximation U�

ð��Þ, e.g.

U�
ð��Þ ¼

��

k��k þ �3
ð52Þ

such that condition (5) holds with uðxÞ ¼ ��=k��k and
u�ðxÞ ¼ U�

ð��Þ. Undesirable high frequency state
oscillations that would be excited by fast switching in
the discontinuous controller are thus avoided, and the
resulting closed-loop system, corresponding to a suffi-
ciently small �, can be shown to be practically stable
(i.e. all the trajectories converge to an �-vicinity of the
equilibrium solution). Theorem 3 summarizes the main
result.

Theorem 3: Let a continuous approximation (52) of
the discontinuous unit feedback signal (25) be substituted
into the control law (22) for Uð�xÞ. Then, given an initial
condition (3) and sufficiently small �> 0, the closed-loop
system (1) and (22)–(24) and (52) has a unique solution
x�ðtÞ, globally defined for all t� 0. Moreover, this system
is Lyapunov stable, and for arbitrary �> 0 there exist
�0ð�Þ and T0ðx

0, �Þ > 0 such that

kx�ðtÞk < � for all t � T0ðx
0, �Þ and � 2 ð0, �0Þ ð53Þ

Proof: By Theorem 2 system (1) and (3), driven by the
discontinuous controller (22)–(25), has a unique solution
x(t), globally defined for all t� 0, and xðtÞ ! 0 as
t ! 1. The latter guarantees that for arbitrary �>0
there exists T0ðx

0, �Þ > 0 such that

kxðtÞk �
�

2
for all t � T0ðx

0, �Þ: ð54Þ

In turn, the smoothed system (1) and (3), driven by
the continuous, piece-wise smooth controller (22)–(24)
and (52), is well-known (Pazy 1983) to have a unique
solution x�ðtÞ, locally defined on some time interval
ð0, �Þ. Then Theorem 1 and Definition 2, coupled
together, ensure that

kxðtÞ � x�ðtÞk �
�

2
for all t 2 ð0, �Þ, � 2 ð0, �0Þ ð55Þ

and some �0ð�Þ > 0. Thus, the solutions x�ðtÞ are uni-
formly bounded on ð0, �Þ for all � 2 ð0, �0Þ, and these
solutions are therefore uniquely continuable on the
right so that inequality (55) remains in force for t � �.
By virtue of (54), it follows stability of the closed-loop

system (1), (22)–(24), (52) and validity of (53).
Theorem 3 is proven. œ

We note that Remarks 2 and 3 apply to the infinite-
dimensional system (1) as well. In } 4, these conclusions
will be supported by numerical simulations.

3.2. Output feedback design

In this subsection, we proceed with the design
of the discontinuous output feedback controller by
coupling the discontinuous state feedback law (22)
with the Luenberger observer (14) and (15). For this
purpose, we first represent (22) in terms of the state
component x1

uðx1Þ ¼ �½g0 þ g1kMx1k�B
�1
12

ðP12 � KP11ÞMx1
kðP12 � KP11ÞMx1k

:

ð56Þ

Then, we substitute x1 by the observer output ~xx1 in (56)
and modify the gain g0 þ g1kM ~xx1k by adding the error
term g2ky� C ~xxk with

g2 > kðP12 � KP11ÞL1k: ð57Þ

The reason for the gain modification is to ensure that
the observer-based controller is capable of steering
the trajectories of the closed-loop system to the discon-
tinuity manifold ðP12 � KP11ÞM ~xx1 ¼ 0 in spite of the
observer error, thereby imposing on the system a desired
stability property similar to that obtained under the
state feedback controller. By Theorem 4, stated below,
the resulting discontinuous output feedback control
law, which yields a proper solution to the stabilization
problem in question, takes the form

uðy, ~xxÞ ¼ �½g0 þ g1kM ~xx1k þ g2ky

� C ~xxk�B�1
12

ðP12 � KP11ÞM ~xx1
kðP12 � KP11ÞM ~xx1k

: ð58Þ

Theorem 4: Let the infinite-dimensional system (1) for
which Assumption 1 holds be driven by the observer-based
dynamic output feedback controller (14), (15) and (58)
with gain parameters g0, g1 and g2, satisfying (23)
and (57), respectively. Then, given initial conditions
xð0Þ ¼ x0 2 H, ~xxð0Þ ¼ ~xx0 2 H, the closed-loop system
(1), (14), (15) and (58) has a unique solution, globally
defined for all t� 0, and this system is globally asympto-
tically stable when g0 > 0 and it is globally exponentially
stable when g0 ¼ 0.

Proof: The proof parallels that of Theorem 2.

(1) First let us represent the over-all system (1),
(14), (15) and (58) in terms of the observer
error e ¼ ðe1, e2Þ

T, ei ¼ xi � ~xxi, i ¼ 1, 2, and
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the observer state components ~�� ¼ ð ~��1, ~��2Þ
T,

~��i ¼ P1iM ~xx1 and ~xx2

_ee1 ¼ ðA1 þ L1C1Þe1 þ L1C2e2

_ee2 ¼ A2e2 ð59Þ

_~��~��1 ¼ A11
~��1 þ A12

~��2 � P11L1Ce ð60Þ

_~��~��2 ¼ A21
~��1 þ A22

~��2 þ B12uðy, ~��, ~xx2Þ � P12L1Ce

ð61Þ

_~xx~xx2 ¼ A2 ~xx2 þ B2uðy, ~��, ~xx2Þ ð62Þ

where

uðy, ~��, ~xx2Þ ¼ �

h
g0 þ g1k ~��k þ g2ky� C1M

�1 ~��

� C2 ~xx2k
i
B�1
12

� ~��

k� ~��k
ð63Þ

and � ~�� ¼ ~��2 � K ~��1.
Since the semigroup SA2

ðtÞ generated by the
infinitesimal operator A2 is exponentially stable
and A1 þ L1C1 is a Hurwitz matrix by construc-
tion, the observer error equation (59) has a
unique globally defined solution under arbitrary
initial conditions e1ð0Þ ¼ e01 2 Rn, e2ð0Þ ¼ e02 2 H
and this solution is given by

e1ðtÞ ¼ eðA1þL1C1Þte01 þ

Z t

0

eðA1þL1C1Þðt��Þ

� L1C2SA2
ð�Þ e02 d� ð64Þ

e2ðtÞ ¼ SA2
ðtÞ e02, t � 0: ð65Þ

The following observer error estimate

keðtÞk � �0keð0Þke
�
0t, t � 0, i ¼ 1, 2 ð66Þ

is then straightforwardly obtained for some
positive �0 and 
0.

It follows that subsystem (60)–(63) is enforced
by the exponentially decaying inputs P11L1CeðtÞ
and P12L1CeðtÞ. While subsystem (60)–(63)
remains beyond the discontinuity hyperplane
� ~�� ¼ 0, the control function u(t), computed
according to (63) on the trajectories of (60)–
(62), is continuously differentiable in t. Thus,
before the subsystem hits the discontinuity
hyperplane, it satisfies Pazy (1983, p. 109,
Corolarry 2.10). By this corollary, subsystem
(60)–(63) has a unique solution under arbitrary
initial conditions at least till a time instant when
the subsystem enters the hyperplane � ~�� ¼ 0.

It should be noted that if subsystem (60)–(63)
enters the discontinuity hyperplane then it never
leaves it because the time derivative of the quad-
ratic function

Vð� ~��Þ ¼ ð� ~��ÞT� ~�� ð67Þ

remains negative on the trajectories of the system
beyond this hyperplane

_VVðtÞ ¼� �2ð� ~��ÞTðg0 þ gk ~��k þ ~ggkekÞ
� ~��

k� ~��k
ð68Þ

where constants g ¼ g1 � kA21 � KA11k � kA22�

KA12k and ~gg ¼ ðg2 � kðP12 � KP11ÞL1kÞk Ck are
positive by virtue of (23) and (57).

In order to describe the behaviour of sub-
system (60)–(63) on the hyperplane � ~�� ¼ 0, one
should use the infinite-dimensional extension
of the equivalent control method (Orlov 2000).
According to this extension, the equivalent
control value

ueq ¼ B�1
12 ½ðKA11 þ KA12K � A21 � A22KÞ ~��1

þ ðP12 � KP11ÞL1Ce� ð69Þ

a unique solution of the equation _��ð ~��ðtÞÞ ¼ 0
with respect to u, is substituted into (61) and
(62) for u. By Orlov (2000, theorem 1), the
equations

_~��~��1 ¼ ðA11 þ KA12Þ
~��1 � P11L1Ce ð70Þ

_~xx2~xx2 ¼ A2 ~xx2 þ B2B
�1
12 ðKA11 þ KA12K � A21

� A22KÞ ~��1 þ B2B
�1
12 ðP12 � KP11ÞL1Ce ð71Þ

thus obtained, describe the motion of sub-
system (60)–(63) after a time instant when the
subsystem hits the discontinuity hyperplane
� ~�� ¼ 0.

While being governed by the linear equation
(70) subject to (66), the finite-dimensional
component ~��ðtÞ of the sliding motion is appar-
ently uniformly bounded on an arbitrary finite
time interval and globally continuable on the
right. The same is also true for a motion,
initialized beyond the discontinuity hyperplane.
Indeed, beyond this hyperplane the right-hand
side of (60), (61) and (63) is linearly bounded
in the state variable so that

k ~��ðtÞk � k ~��0k þ

Z t

0

½g0 þN1k
~��ð�Þk þN2keð�Þk� d�

ð72Þ

for some constants N1,N2 > 0. Taking into
account (66), it follows that

k ~��ðtÞk � ½k ~��0k þ
�0N2


0

ke0k þ g0T �

þN1

Z t

0

k ~��ð�Þkd� ð73Þ
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By applying the Bellman–Gronwall lemma to
inequality (73), any solution of this equation is
uniformly bounded

k ~��ðtÞk � ½k ~��0k þ
�0N2


0

ke0k þ g0T � eN1T ð74Þ

on an arbitrary time interval ½0,TÞ before
possible getting on the discontinuity hyperplane
where it has been shown to remain uniformly
bounded on any finite time interval. Thus,
given arbitrary initial conditions e0 2 H,
~��0 2 Rn, there exists a unique solution of
(59)–(61) and (63), which turns out to be globally
continuable on the right.

Moreover, the equivalent control function
(69), computed along the sliding modes (70),
is continuously differentiable in t, and hence,
the infinite-dimensional sliding mode equation
(71) satisfies Pazy (1983, p. 109, Corollary 2.10).
By applying this corollary to (71), we conclude
that the solutions of the infinite-dimensional
part (62) and (63) of the closed-loop system
(59)–(63) are unambiguously globally continu-
able on the right, even if the finite-dimensional
system enters the discontinuity hyperplane
� ~�� ¼ 0 in a finite time.

Since (59)–(63) is nothing else than a represen-
tation of the original closed-loop system (1), (14),
(15) and (58) in terms of the observer error
and observer state, a solution of the original
system is globally uniquely defined, too.

(2) If g0 > 0 then the time derivative estimate (33)
of the quadratic function (67) is now guaranteed
by (68). As shown in the proof of Lemma 1,
this estimate ensures that VðtÞ ¼ 0 for all
t � g�1

0 k� ~��0k, i.e. after a finite time moment
T � g�1

0 k� ~��0k the finite-dimensional system
(60), (61) and (63) evolves in the sliding mode
on the hyperplane � ~�� ¼ 0: While being governed
on the time interval t 2 ½0,T Þ by the differential
equations (59)–(62) subject to the smooth con-
trol input (63), the initial stage of the trajectory
of the system, before it hits the discontinuity
hyperplane � ~�� ¼ 0, continuously depends on
the initial conditions.

In turn, for t � T the closed-loop system (59)–
(63) is maintained on the hyperplane � ~�� ¼ 0 and
it is governed by the sliding mode equations (70)
and (71). Taking into account the observer error
estimate (66) and employing that A11 þ KA12

is a Hurwitz matrix due to a special choice of K,
the solution of the former equation is proven to
exponentially decay with some !>0 and 
>0

k ~��1ðtÞk � !k ~��1ðTÞke�
ðt�TÞ, t � T : ð75Þ

Since the semigroup SA2
ðtÞ generated by the

infinitesimal operator A2 is exponentially stable,
i.e. kSA2

ðt� TÞk � !0 e
��ðt�TÞ for all t � T and

some �,!0 > 0, the solution of the latter equa-
tion, given by

~xx2ðtÞ ¼ SA2
ðt� TÞ ~xx2ðTÞ

þ

Z t

T

SA2
ðt� T � �ÞB2B

�1
12 ðP12 � KP11Þ

� L1Ceð�Þ d� þ

Z t

T

SA2
ðt� T � �ÞB2B

�1
12

� ðKA11 þ KA12K � A21 � A22KÞ�1ð�Þ d�

ð76Þ

is estimated as

k ~xx2ðtÞk � !0k ~xx2ðTÞk e��ðt�TÞ

þ ~��keðTÞk e�
0ðt�TÞ
þ e��ðt�TÞ

h i
þ �k�1ðTÞk e�
ðt�TÞ

þ e��ðt�TÞ
h i

, t � T ð77Þ

where

~�� ¼
!0�0e

�T

j�� 
0j
kB2B

�1
12 ðP12 � KP11ÞL1Ck > 0

� ¼
!0!e

�T

j�� 
j
kB2B

�1
12 ðKA11 þ KA12K � A21

� A22KÞk > 0,

and inequalities (66) and (75) have been used.
By taking into account (66)–(75), and employing
that � ~�� ¼ 0, or equivalently, ~��2ðtÞ ¼ K ~��1ðtÞ for
t � T , it follows that in the case when g0 > 0
the closed-loop system (59)–(63) is exponentially
decaying for t � T . Coupled to the afore-men-
tioned property of the initial stage of the solution
to continuously depend on the initial conditions,
this ensures the global asymptotic stability of
(59)–(63) as well as that of the original closed-
loop system (1), (14), (15) and (58) whenever
g0 > 0.

(3) For later use, we present the following extension
of Lemma 1. œ

Lemma 2: Let the finite-dimensional system (60) and
(61) be enforced by the unit controller (63) subject to
g0 ¼ 0 and let the exponential estimate (66) hold for the
input signal. Then, the closed-loop system is globally
exponentially stable.

Proof: The proof is nearly the same as that of Lemma 1
and it is therefore omitted. œ

If g0 ¼ 0 then apart from the exponential
decaying of the closed-loop system (59)–(63) on
the discontinuity hyperplane � ~�� ¼ 0, this is also
true at the initial stage preceding a sliding
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motion on this hyperplane. Indeed, by Lemma 2,
the finite-dimensional component ~��ðtÞ of (59)–
(63) with g0 ¼ 0 is globally exponentially stable

k ~��ðtÞk � L0k
~��ð0Þke�	t, t � 0 ð78Þ

for some 	>0 and L0>0, whereas the solution

~xx2ðtÞ ¼ SA2
ðtÞ ~xx2ð0Þ �

Z t

0

½g1k ~��ð�Þk þ g2kCeð�Þk�SA2
ðt� �Þ

� B2B
�1
12

� ~��ð�Þ

k� ~��ð�Þk
d�, 0 � t < T ð79Þ

of the infinite-dimensional part (15), before the
time instant T when ~��ðtÞ hits the hyperplane
� ~�� ¼ 0, is estimated as

k ~xx2ðtÞk � !0k ~xx2ð0Þke
��t

þ �1k ~��ð0Þk½e
�	t

þ e��t
�

þ �2keð0Þk½e
�
0t þ e��t

�, 0 � t < T ð80Þ

where

�1 ¼
L0!0g1
j�� 	j

kB2B
�1
12 k > 0,

�2 ¼
�0!0g2
j�� 
0j

kB2B
�1
12 kkCk > 0

and inequalities (66) and (78) have been used. As
in the proof of Theorem 1, relations (77) and
(80), coupled together, ensure that the infinite-
dimensional part (15) is also exponentially stable,
regardless of the closed-loop system (59)–(63)
enters the discontinuity hyperplane � ~�� ¼ 0 in
a finite time T < 1 or it never hits this hyper-
plane. Thus, the global exponential stability of
(59)–(63) and consequently that of the
original closed-loop system (1), (14), (15), (58)
is guaranteed whenever g0 ¼ 0. This completes
the proof of Theorem 4. œ

Remark 4: In contrast to the state feedback design
(cf. Remark 2), the observer-based controller (58) is
only robust against vanishing disturbances because the
observer model (14) and (15) is only capable of tracking
the state of the system up to a certain estimation error,
which decreases as the disturbance magnitude decreases.

Remark 5: As in the state feedback design (cf.
Remark 3), the output feedback controller (58) with
g0 ¼ 0 is continuous at the origin, thereby eliminating
around the equilibrium solution undesired high-
frequency state oscillations caused by fast switching in
the control signal.

In analogy to the state feedback design, the imple-
mentation of the discontinuous output feedback (63)
can be performed through its continuous version

uð y, ~��, ~xx2Þ ¼ �½g0 þ g1k ~��k þ g2ky� C1M
�1 ~��

� C2 ~xx2k�B
�1
12

� ~��

k� ~��k þ �3
: ð81Þ

As opposed to the discontinuous feedback (63), its
continuous approximation (81) does not excite undesir-
able high frequency state oscillations, whereas the
resulting closed-loop system is practically stabilized in
the following sense.

Theorem 5: Let system (1) and observer (14) and (15)
be enforced by a continuous approximation (81) of the
discontinuous dynamic output feedback (63) subject to
(23) and (57). Then, given initial conditions xð0Þ ¼ x0,
~xx1ð0Þ ¼ ~xx01, ~xx2ð0Þ ¼ ~xx02 and sufficiently small �> 0, the
closed-loop system (1), (14), (15) and (63) has a unique
solution x�ðtÞ, ~xx�1ðtÞ, ~xx

�
2ðtÞ, which is globally defined for

all t� 0. Moreover, this system is Lyapunov stable,
and for arbitrary �> 0 there exist �0ð�Þ > 0 and
T0ðx

0, ~xx01, ~xx02, �Þ > 0 such that

kx�ðtÞk, k ~xx�1ðtÞk, k ~xx
�
2ðtÞk < � for all t � T0ðx

0, ~xx01, ~xx
0
2, �Þ

and � 2 ð0, �0Þ: ð82Þ

Proof: The proof is similar to that of Theorem 3 and
it is therefore omitted.

4. Numerical results

In this section, we present applications of the dis-
continuous output feedback controller design to the
linearization of the one-dimensional KSE around its
spatially-uniform steady state. The KSE describes inci-
pient instabilities in a variety of physical and chemical
systems and a control problem that occurs here is to
avoid the appearance of the instabilities in the closed-
loop system (Armaou and Christofides 2000). In order
to smooth the response of the system the sliding mode-
based controller is approximated by its continuous
�-counterparts, equation (52) in the state feedback case
and (81) in the output feedback case. The objectives of
the numerical simulations are to illustrate that: (1) the
proposed �-sliding-mode distributed output feedback
controller is able to practically stabilize the linearized
KSE at the spatially-uniform steady state solution with
good robustness with respect to significant uncertainty
in the instability parameter, �, and (2) in the presence
of non-vanishing external disturbance, the proposed
�-sliding-mode controller is superior to a linear feed-
back controller in terms of closed-loop performance.
The two points are demonstrated in } 4.1 and 4.2,
respectively.

The linearized KSE with external disturbance is
of the form
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@x

@t
¼ ��

@4x

@z4
�
@2x

@z2
þ
Xm
i¼1

biuiðtÞ þ dðz, tÞ

y� ¼

Z �

��

s�ðzÞxdz, � ¼ 1, . . . , p ð83Þ

subject to the periodic boundary conditions

@jx

@zj
��, tð Þ ¼

@jx

@zj
þ�, tð Þ, j ¼ 0, . . . , 3 ð84Þ

and the initial condition

xðz, 0Þ ¼ x0ðzÞ ð85Þ

where xðz, tÞ is the state of the KSE, z 2 ð��, �Þ
is the spatial coordinate, t is the time and 2� is the
length of the spatial domain, � is the instability
parameter, and x0ðzÞ is the initial condition. ui 2 R
denotes the ith manipulated input, m is the total
number of manipulated inputs, biðzÞ 2 L2ð��,�Þ is
a square integrable function that represents the dis-
tribution function of the ith control actuator, p is the
total number of measurement sensors, y� 2 R denotes
a measured output, s�ðzÞ 2 L2ð��, �Þ is a square inte-
grable function of z which is determined by the location
and type of the measurement sensors, and dðz, tÞ is an
unknown uniformly bounded external disturbance to be
rejected.

To simplify the presentation of our numerical
results, we formulate (83)–(85) as an infinite-dimen-
sional system in the Hilbert space of odd functions
with spatial zero mean in the interval ð��,�Þ. This
requires that the initial condition x0ðzÞ, the actuator
distribution functions biðzÞ, i ¼ 1, . . . ,m, and the
external disturbance dðz, tÞ are odd functions in the
spatial variable z (this assumption imposes certain
practical constraints on the shape of the actuator
distribution functions, which will be discussed below
in } 4.1). Under this assumption, we formulate
(83)–(85) as an infinite-dimensional system in the
Hilbert space Lodd

2 ð��,�Þ. To this end, we introduce
the operator

Ax ¼ ��
@4x

@z4
�
@2x

@z2
ð86Þ

with the dense domain

DðAÞ ¼

�
x 2 Lodd

2 ð��,�Þ:
@4x

@z4
zð Þ 2 Lodd

2 ð��,�Þ

@ jx

@zj
��ð Þ ¼

@ jx

@zj
þ�ð Þ, j ¼ 0, . . . , 3

� ð87Þ

and the input and measured output operators

Bu ¼
Xl
i¼1

biui, Cx ¼

Z �

��

SðzÞxðzÞ dz ð88Þ

where SðzÞ ¼ ðs1ðzÞ, . . . , spðzÞÞ
T. Then, the system

(83)–(85) can be written as

_xx ¼ Axþ Buþ d, xð0Þ ¼ x0

y ¼ Cx: ð89Þ

in the Hilbert space Lodd
2 ð��,�Þ where the operators

B: Rm
! Lodd

2 ð��,�Þ and C : Lodd
2 ð��,�Þ ! Rp are

bounded, and A is an unbounded operator (Pazy 1983).
In order to decompose the system (89) according to

(10) and (11) into stable and unstable parts we formulate
the following eigenvalue problem for A

An ¼ ��
@4n

@z4
�
@2n

@z2
¼ �nn, n ¼ 1, . . . ,1 ð90Þ

subject to

@ jn

@zj
ð��Þ ¼

@ jn

@zj
ðþ�Þ, j ¼ 0, . . . , 3 ð91Þ

where �n denotes an eigenvalue and n denotes an
odd eigenfunction. A direct computation of the solution
of the above eigenvalue problem yields �n ¼ ��n4 þ n2

with odd eigenfunctions nðzÞ ¼ ð1=
ffiffiffi
�

p
Þ sinðnzÞ, n ¼

1, . . . ,1. The spectrum f�1, �2, . . . , g of A is defined
as the set of all eigenvalues of A. We note that the
fact that A has a real pure point spectrum is a result
of the fact that the spatial differential operator of the
linearization of KSE with periodic boundary conditions
is self-adjoint and the problem is considered in a
bounded domain.

From the expression of the eigenvalues, it follows
that for a fixed value of �>0 the number of unstable
eigenvalues of A is finite and the distance between
two consecutive eigenvalues (i.e. �n and �nþ1) increases
as n increases. From these properties of the eigen-
spectrum of A, it follows that A generates an
analytic semigroup (Curtain and Zwart 1995, Temam
1988).

By expanding the solution of the system (83) in an
infinite series in terms of the odd eigenfunctions of the
operator (90), we obtain

xðz, tÞ ¼
X1
n¼1

�nðtÞnðzÞ ð92Þ

where �nðtÞ is time-varying coefficient and nðzÞ ¼
ð1=

ffiffiffi
�

p
Þ sinðnzÞ. Substituting the above expansion for

the solution, xðz, tÞ, into the system and taking the
inner product in Lodd

2 ð��,�Þ with the eigenfunction
nðzÞ, the following infinite-dimensional system of
ODEs is obtained
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_�n�n ¼ ð��n4 þ n2Þ�n þ
Xm
i¼1

bn�iuiðtÞ

þ dn
�ðtÞ, n ¼ 1, . . . ,1

y� ¼

Z �

��

s�ðzÞ
X1
n¼1

�nðtÞnðzÞ

 !
dz, � ¼ 1, . . . , p

9>>>>>>>=
>>>>>>>;

ð93Þ

where

bn�i ¼

Z �

��

biðzÞnðzÞ dz ð94Þ

and

dn
�ðtÞ ¼

Z �

��

dðz, tÞnðzÞ dz: ð95Þ

All simulation runs were performed for � ¼ 0:2,
using a 30-order linear ordinary differential equation
model obtained from the application of modal decom-
position to the system (83) (the use of higher-order
approximations led to identical numerical results,
thereby implying that the following simulation runs
are independent of the discretization).

4.1. Application to the linearized KSE without
external disturbance

In this subsection, we demonstrate that the proposed
sliding-mode distributed feedback controller is capable
of stabilizing of the spatially-uniform steady state of the
linearized KSE when there is no external disturbance
(i.e. dðz, tÞ � 0). We observe that the system (93) pos-
sesses two unstable eigenvalues, and thus for � ¼ 0:2,
the spatially uniform steady-state xðz, tÞ ¼ 0 is unstable.
Therefore, we consider the first two modes of the
linearization of KSE as the slow modes and use modal
decomposition to construct a second-order ODE
system. Two actuators are used to guarantee the expo-
nential stabilizability of the system. At this point, it is
important to point out that our choice to consider the
linearized KSE as an infinite-dimensional system in the
Hilbert space of odd functions with spatial zero mean
in order to simplify the presentation of the controller
synthesis formulas imposes certain practical constraints
on the shape of the actuator distribution functions;
it requires, for example, that bi (z) are odd functions,
e.g. bi ðzÞ ¼ i ðzÞ, i¼ 1, 2. While it is possible to proceed
with a such choice for bi (z), from a practical point
of view as well as to study the effect of the control action
on the fast modes (not accounted in the model used
for controller design, i.e. ‘‘spillover’’ effect), it is prefer-
able to consider the use of point control actuators.
Therefore, we assume that we have available for the
control of the KSE two point control actuators,
placed at za1 ¼ 0:31� and za2 ¼ 0:69� (Lou and

Christofides 2003) with following actuator distribution
functions:

biðzÞ ¼

1

"b
if zai �

"b
2
< z < zai þ

"b

2

0 if otherwise

,
i ¼ 1, . . . ,m

8<
:

ð96Þ

where "b is a constant representing the width of control
actuation in the spatial interval ð��,�Þ (note that the
above selection of bi(z) ensures that biðzÞ 2 L2ð��,�Þ).
In this work, "b ¼ 0:1 in all closed-loop simulations.

The second-order ODE system resulting from the
application of modal decomposition to the linearized
KSE is of the form

_�1�1

_�2�2

� �
¼

�1 0
0 �2

� �
�1

�2

� �
þ

b1�1 b1�2
b2�1 b2�2

� �
u1
u2

� �
ð97Þ

where bn�i (i, n ¼ 1, 2) are computed by using (94).
The first simulation run was performed to evaluate

the ability of the sliding-mode state feedback controller
to stabilize the system (83). The continuous approxi-
mation of the sliding-mode state feedback controller
(22), (52) takes the form

u1
u2

� �
¼ � g0 þ g1 �k k

� �
B�1
12

�

�k k þ �3c
ð98Þ

where

� ¼

�
b1�1 b1�2

b2�1 b2�2

�T� �1

�2

�
and

B12 ¼

�
b1�1 b1�2

b2�1 b2�2

�T�
b1�1 b1�2

b2�1 b2�2

�
:

The controller parameters used in the simulation are
g0 ¼ 5:0, g1 ¼ 5:0, and �3c ¼ 0:005.

The system is assumed to be at the initial condition:

x0 ¼ 1:35 sinðzÞ 2 Lodd
2 ð��,�Þ: ð99Þ

The closed-loop spatio-temporal profile of xðz, tÞ and
the profiles of the two manipulated inputs are shown
in figure 2. It is clear that the controller stabilizes the
state of the system at xðz, tÞ ¼ 0.

The second simulation run was performed to eval-
uate the ability of the sliding-mode output feedback
controller to stabilize the system (83). Two point meas-
urement sensors are used in this simulation to guarantee
the exponential detectability of the system. The meas-
urement sensors are placed at zs1 ¼ 0:35� and
zs2 ¼ 0:64� (Lou and Christofides 2003). Based on the
two measurements, ½ y1 y2 �

T, and the 30-order approxi-
mation of the infinite-dimensional system (93), the state
observer is of the following form
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� _~��~��1

_~��~��2

�
¼

�
�1 0

0 �2

��
~��1

~��2

�
þ

�
b1�1 b1�2

b2�1 b2�2

��
u1

u2

�

� L1

�
y1

y2

�
�C1

�
~��1

~��2

�
�C2

~��3

..

.

~��30

2
664

3
775

0
BB@

1
CCA

_~��~��3

..

.

_~��~��30

2
664

3
775 ¼

�3 � � � 0

..

. . .
. ..

.

0 � � � �30

2
664

3
775

~��3

..

.

~��30

2
664

3
775þ

b3�1 b3�2

..

. ..
.

b30�1 b30�2

2
664

3
775 u1

u2

� �

ð100Þ

where

C1 ¼
c11 c21

c12 c22

" #
ð101Þ

C2 ¼
c31 � � � c301

c32 � � � c302

" #
ð102Þ

cn� is given by

cn� ¼

Z �

��

s�ðzÞnðzÞ dz ð103Þ

the function s�ðzÞ is of the form

s�ðzÞ ¼

1

"s
if zs� �

"s
2
< z < zs� þ

"s
2

0 if otherwise

8><
>: , � ¼ 1, . . . , p:

ð104Þ

zs� is the location of the �th measurement sensor and "s
is a constant representing the width of the distributed
sensing in the spatial interval ð��,�Þ. In this work,
"s ¼ 0:1 in all closed-loop simulations.

L1 is set to be

L1 ¼ �10
c11 c21

c12 c22

2
4

3
5

�1

ð105Þ

The observer outputs are used to compute the control
action via the following continuous sliding-mode con-
troller (based on (63) and (81))

u1

u2

" #
¼ � g0 þ g1 ~��

��� ���þ g2 ~��
�� ��	 


B�1
12

~��

~��
��� ���þ �3c

ð106Þ

where

~�� ¼
b1�1 b1�2

b2�1 b2�2

" #T
~��1

~��2

" #
,

~�� ¼
y1

y2

" #
� C1

~��1

~��2

" #
� C2

~��3

..

.

~��30

2
664

3
775

and

B12 ¼
b1�1 b1�2
b2�1 b2�2

� �T
b1�1 b1�2
b2�1 b2�2

� �
:

The following values are used for the parameters
of the controller of g0 ¼ 5:0, g1 ¼ 5:0, g2 ¼ 5:0, and
�3c ¼ 0:005.

The initial condition for the system is the same
to that in (99) and the initial condition for the state
observer is given as

~xx0 ¼ 1:0 sinðzÞ þ
0:1ffiffiffi
�

p
X30
n¼2

sinðnzÞ 2 Lodd
2 ð��,�Þ: ð107Þ
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Figure 2. Closed-loop spatio-temporal profile of x(z, t) (left figure) and manipulated input profiles (right figure) under
�-sliding-mode state feedback control.
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The closed-loop spatio-temporal profile of xðz, tÞ and

the profiles of the two manipulated inputs are shown

in figure 3. It is clear that the proposed sliding-mode

output feedback controller stabilizes the state of the

system at xðz, tÞ ¼ 0.

The third simulation run was performed to test the

robustness of the output feedback control law (100)–

(106), for a 25% decrease in the value of the instability

parameter (i.e. � was taken to be equal to 0.15 in the

high-order discretization of the linearization of KSE

but it was used as 0:2 in the controller and state

observer); this corresponds to a vanishing disturbance

since, xðz, tÞ ¼ 0, for the uncertain system, continues to

be an equilibrium solution. Figure 4 shows the closed-

loop spatio-temporal profile of the state and profiles

of the two manipulated inputs, using initial conditions

for the system and for the state observer same to those

in (99) and (107), respectively. Our simulation clearly

shows that the proposed sliding-mode output feedback

controller is capable of stabilizing the linearized KSE
at the spatially-uniform steady state solution in the
presence of significant uncertainty in �.

4.2. Application to the linearized KSE with
non-vanishing external disturbance

In this subsection, we demonstrate that in the
presence of external non-vanishing disturbance, the
proposed sliding-mode feedback controller is superior
to a linear feedback controller in terms of closed-loop
performance. All the simulation runs shown in this sub-
section were performed for � ¼ 0:2, using a 30-order
linear ordinary differential equation model obtained
from the application of modal decomposition to the
system (83) (the use of higher-order approximations
led to identical numerical results, thereby implying
that the following simulation runs are independent of
the discretization). We consider the first five modes of
the linearization of KSE as the slow modes and use
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Figure 4. Closed-loop spatio-temporal profile of x(z, t) (left figure) and manipulated input profiles (right figure) under �-sliding-
mode output feedback control for 25% uncertainty in �.
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Figure 3. Closed-loop spatio-temporal profile of xðz; tÞ (left figure) and manipulated input profiles (right figure) under �-sliding-
mode output feedback control.
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modal decomposition to construct a fifth-order ODE
system. Five actuators are used to control the system.
The resulting fifth-order ODE system is of the form

_�1�1

..

.

_�5�5

2
664

3
775 ¼

�1 . . . 0

..

. . .
. ..

.

0 . . . �5

2
664

3
775

�1

..

.

�5

2
664

3
775

þ

b1�1 � � � b1�5

..

. . .
. ..

.

b5�1 � � � b5�5

2
664

3
775

u1

..

.

u5

2
664

3
775þ

d1
�

..

.

d5
�

2
664

3
775 ð108Þ

where bn�i (i, n ¼ 1, . . . , 5) are computed by using (94)
with the actuator distribution functions, bi(z), of the
form as shown in (96) and di

� (i ¼ 1, . . . , 5) are computed
by using (95) with dðz, tÞ of the form

dðz, tÞ ¼
1ffiffiffi
�

p sinðzÞ½4þ sinð10tÞ�: ð109Þ

The first simulation run was performed to compare
the closed-loop performance under the sliding-mode
state feedback control and that under linear state feed-
back control in the presence of non-vanishing external
disturbance (109). For the system (108), the continuous
approximation (52) of the discontinuous sliding-mode
state feedback controller (22) takes the form:

u1
..
.

u5

2
64

3
75 ¼ � g0 þ g1 �d

�� ��� �
B�1
d

�d
�d
�� ��þ �3c

ð110Þ

where

�d ¼

b1�1 . . . b1�5
..
. . .

. ..
.

b5�1 � � � b5�5

2
64

3
75

T
�1

..

.

�5

2
64

3
75

and

Bd ¼

b1�1 � � � b1�5
..
. . .

. ..
.

b5�1 . . . b5�5

2
64

3
75

T
b1�1 . . . b1�5
..
. . .

. ..
.

b5�1 . . . b5�5

2
64

3
75:

To reject the non-vanishing external disturbance, we
assume that the upper bound of the external disturbance
is known and the parameter g0 in (110) is larger than the
upper bound of the external disturbance. The controller
parameters used in this simulation are the same to those
used in } 4.1.

The linear state feedback controller is designed as

u1
..
.

u5

2
64

3
75 ¼ �k

b1�1 � � � b1�5
..
. . .

. ..
.

b5�1 . . . b5�5

2
64

3
75

�1
�1

..

.

�5

2
64

3
75 ð111Þ

where the gain value k ¼ 9:503 is selected for the simu-
lation.

To compare the closed-loop performance of the two
controllers, we use a performance index of the following
form:

Jðtf Þ ¼

Z tf

0

Z �

��

x2ðz, tÞ dz dt ð112Þ

where xðz, tÞ is the state of the closed-loop system and
tf is the total simulated time. Throughout, this time is
set to tf ¼ 4.

The initial condition of the system is the same to (99)
and the locations of the five actuators are za1 ¼ 0:15�,
za2 ¼ 0:31�, za3 ¼ 0:5�, za4 ¼ 0:69� and za5 ¼ 0:85�.

Figure 5 shows the spatio-temporal profile of xðz, tÞ
and profiles of the five manipulated inputs under the
sliding-mode state feedback controller (110). It is clear
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Figure 5. Closed-loop spatio-temporal profile of xðz; tÞ (left figure) and manipulated input profiles (right figure) under
�-sliding-mode state feedback control with external disturbance ðdðz; tÞ ¼ ð1=

ffiffiffi
�

p
Þ sinðzÞ½4þ sinð10tÞ�Þ.
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that this controller is capable of stabilizing the state of

the system as xðz, tÞ ¼ 0 in the presence of non-vanishing

external disturbance. The value of the performance

index, corresponding to (110), is Jðtf Þ ¼ 0:5731.
Figure 6 shows the spatio-temporal profile of xðz, tÞ

and profiles of the five manipulated inputs under linear

state feedback control. We can see that the linear state

feedback controller is not able to drive the state of the

system to xðz, tÞ ¼ 0 in the presence of non-vanishing

external disturbance. Moreover, the value of the per-

formance index is Jðtf Þ ¼ 1:3263 which is much larger

than that under the �-sliding-mode state feedback

controller (110).

Remark 6: We note that the superior closed-loop

performance achieved by the proposed �-sliding-mode

feedback controller is not due to the poor tuning of
the linear feedback controller. The gain k of the linear
state feedback controller (111) is tuned such that the
performance under this linear controller is the same to
that under the �-sliding-mode state feedback controller
(110) with respect to the performance index defined
in (112), when there is no external disturbance. Figures
7 and 8 show the closed-loop spatio-temporal profile
of xðz, tÞ and the profiles of the five manipulated
inputs under the linear state feedback controller and
the �-sliding-mode state feedback controller without
external disturbance. Jðtf Þ ¼

R tf
0

R �
�� x

2
ðz, tÞ dz dt ¼

0:3567 in both cases. Comparing figures 7 and 8 to
figures 6 and 5, we can see that while both controllers
(110) and (111) can achieve the same performance with-
out the presence of external disturbance, the closed-loop
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performance is significantly deteriorated by the non-
vanishing disturbance under the linear state feedback
control law (111) but it is not deteriorated under the
�-sliding-mode state feedback control law (110).

Finally, we compare the closed-loop performance
under the sliding-mode output feedback controller and
the linear output feedback controller in the presence
of non-vanishing external disturbance. Two measure-
ment sensors are used in this simulation. The sensors
are placed at zs1 ¼ 0:35� and zs2 ¼ 0:64� (Lou and
Christofides 2003). Based on the two measurements,
½ y1 y2 �

T, and the 30-order approximation of the
infinite-dimensional system (93), the state observer is
of the form
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where

Cd1 ¼
c11 � � � c51
c12 � � � c52

� �
ð114Þ

Cd2 ¼
c61 � � � c301
c62 � � � c302

� �
ð115Þ

cn� (� ¼ 1, 2 and n ¼ 1, . . . , 30) is given by (103). Ld1

is set to be

Ld1 ¼
�61:503 �45:274 11:395 52:714 47:944

�64:149 44:218 17:044 �56:905 42:524

" #T

ð116Þ

The state estimates of (113) are used in the following
�-sliding-mode controller
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The values of g0, g1, g2 and �3c are the same to those used
in } 4.1.

0 0.5 1 1.5 2 2.5 3 3.5 4
–12

–10

–8

–6

–4

–2

0

2

4

Time

u

u1
u2
u3
u4
u5

–3
–2

–1
0

1
2

3

0

1

2

3

4

–1.5

–1

–0.5

0

0.5

1

1.5

zTime

x
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In turn, the state estimates (113) are also used in the
linear controller
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where the gain value k ¼ 9:503 is the same as before.
Using as initial condition for the system the same

to that in (99) and initial condition for the state observer
the same to that in (107), the closed-loop spatio-
temporal profile of xðz, tÞ and the profiles of the five
manipulated inputs under sliding-mode output feedback
controller (113)–(117) are shown in figure 9. We can
clearly see that the �-sliding-mode output feedback
controller (113)–(117) is able to efficiently suppress the
influence of the non-vanishing external disturbance to

the state of the system and drive the state of the system

very close to xðz, tÞ ¼ 0 achieving, at the same time, very

good performance (performance index Jðtf Þ ¼ 0.7522).

Figure 10 shows the closed-loop spatio-temporal profile

of xðz, tÞ and the profiles of the five manipulated inputs

under the linear output feedback controller (113)–(116)

and (118). The performance index under the linear out-

put feedback control law is Jðtf Þ ¼ 4:0886, which is

much larger than that under the ��sliding-mode output

feedback controller.

Remark 7: We note that it is important to implement

the designed state/output feedback sliding-mode con-

trollers [(22) and (58)] by using their continuous approx-

imations so that fast switching in the control actions can

be avoided. To demonstrate the presence of fast switch-

ing in discontinuous sliding-mode controllers, we run
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Figure 9. Closed-loop spatio-temporal profile of xðz; tÞ (left figure) and manipulated input profiles (right figure) under �-sliding-
mode output feedback control with external disturbance ðdðz; tÞ ¼ ð1=

ffiffiffi
�

p
Þ sinðzÞ½4þ sinð10tÞ�Þ.
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a simulation to stabilize the system (83) using the dis-
continuous output feedback sliding-mode controller of
(63). The design of the output feedback controller and
the state observer follows the development in (100)–
(107) except that the �3c term is removed from the
denominator of the controller. In figure 11, we show
the closed-loop spatio-temporal profile of xðz, tÞ and
the profiles of the two manipulated inputs. Comparing
figure 11 and figure 3, we can see that the closed-loop
profiles of x from both simulations are very close, but
the manipulated inputs from the �-sliding-mode output
feedback controller are much smoother than those from
the discontinuous sliding-mode output feedback con-
troller. Therefore, the �-sliding-mode controllers are pre-
ferable from a practical implementation point of view.

5. Conclusions

Sliding-mode controllers have been widely used in
practice due to simplicity of their implementation and
strong robustness properties against unmodelled
dynamics and parameter variations. In the infinite-dim-
ensional setting the sliding mode-based synthesis has
only been developed under the restrictive assumption
that distributed sensing over the entire spatial domain
is available. In the present paper, a fully practical frame-
work is proposed for the synthesis of sliding-mode out-
put feedback controllers for linear infinite-dimensional
systems with finite-dimensional unstable part when
finite-dimensional sensing and actuation are only
available. The proposed framework involves a finite-
dimensional approximation of the infinite-dimensional
Luenberger observer and a continuous approximation
of the sliding-mode controller. Although the case of
bounded control and observation operators is only
studied, the extension to unbounded point actuators

and sensors seems possible. The proposed control
method was used to stabilize the linearization of the
Kuramoto–Sivashinsky equation around the spatially-
uniform steady state solution in the presence of vanish-
ing and non-vanishing disturbances. The sliding-mode
controller was found to be superior to a linear feedback
controller in terms of closed-loop performance in the
presence of non-vanishing disturbances.
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Christofides, P. D., and Armaou, A., 2000, Global stabiliza-
tion of the Kuramoto–Sivashinsky equation via distributed
output feedback control. Systems and Control Letters, 39:
283–294.

Curtain, R. F., and Zwart, H. J., 1995, An Introduction
to Infinite-Dimensional Linear Systems Theory (New York:
Springer-Verlag).

Foias, C., Ozbay, H., and Tannenbaum, A., 1996, Robust
Control of Infinite Dimensional Systems: Frequency Domain
Methods (London: Springer-Verlag).

Ho, C. M., and Tai, Y. C., 1998, Micro-electro-mechanical-
systems (MEMS) and fluid flows. Annual Reviews of Fluid
Mechanics, 30: 579–612.

Hu, C. B., and Temam, R., 2001, Robust control of the
Kuramoto-Sivashinsky equation. Dynamics of Continuous
Discrete and Impulsive Systems - Series B - Applications
and Algorithms, 8: 315–338.

Kobayashi, T., 2002, Adaptive stabilization of the Kuramoto-
Sivashinsky equation. International Journal of Systems
Science, 33: 175–180.

Levaggi, L., 2002a, Infinite dimensional systems sliding
motions. European Journal of Control, 8: 508–518.

Levaggi, L., 2002b, Sliding modes in banach spaces.
Differential Integral Equations, 15: 167–189.

u
1

u
2

0 0.5 1 1.5 2 2.5 3 3.5 4
–20

–15

–10

–5

0

15

10

5

Time

u

–3
–2

–1
0

1
2

3

0

1

2

3

4

–1.5

–1

–0.5

0

0.5

1

1.5

zTime

x

Figure 11. Closed-loop spatio-temporal profile of xðz; tÞ (left figure) and manipulated input profiles (right figure) under sliding-
mode output feedback control.

Stabilization of infinite-dimensional systems 1135



Liu, W.-J., and Krsticc, M., 2001, Stability enhancement by
boundary control in the Kuramoto-Sivashinsky equation.
Nonlinear Analysis: Theory, Methods and Applications, 43:
485–507.

Lou, Y., and Christofides, P. D., 2003, Optimal actuator/
sensor placement for nonlinear control of the Kuramoto-
Sivashinsky equation. IEEE Transactions on Control
Systems Technology, 11: 737–745.

Orlov, Y., 2000, Discontinuous unit feedback control of
uncertain infinite-dimensional systems. IEEE Transactions
on Automatic Control, 45: 834–843.

Orlov, Y., and Dochain, D., 2002, Discontinuous feedback
stabilization of minimum-phase semilinear infinite-dimen-
sional systems with application to chemical tubular reactor.
IEEE Transactions on Automatic Control, 47: 1293–1304.

Orlov, Y., and Utkin, V. I., 1987, Sliding mode control in
infinite-dimensional systems. Automatica, 23: 753–757.

Pazy, A., 1983, Semigroups of Linear Operators and
Applications to Partial Differential Equations (New York:
Springer-Verlag).

Sussman, H. J., and Kokotovic, P. V., 1991, The peaking
phenomenon and the global stabilization of nonlinear sys-
tems. IEEE Transactions on Automatic Control, 36: 424–440.

Temam, R., 1988, Infinite-Dimensional Dynamical Systems in
Mechanics and Physics (New York: Springer-Verlag).

Utkin, V. I., 1992, Sliding Modes in Control Optimization
(Berlin: Springer-Verlag).

Utkin, V. I., Guldner, J., and Shi, J., 1999, Sliding Modes
in Electromechanical Systems (London: Taylor and Francis).

van Keulen, B., 1993, H1-Control for Distributed Parameter
Systems: A State-Space Approach (Boston: Birkhäuser).
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