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Control Lyapunov-Barrier function (CLBF) has been used to design controllers for nonlinear

systems subject to input constraints to ensure closed-loop stability and process operational

safety simultaneously. In this work, we developed Control Lyapunov-Barrier functions for

two types of unsafe regions (i.e., bounded and unbounded sets) to solve the problem of sta-

bilization of nonlinear systems with guaranteed process operational safety. Specifically, in

the  presence of a bounded unsafe region embedded within the closed-loop system stability

region, the CLBF-MPC is developed by incorporating CLBF-based constraints and discon-

tinuous control actions at potential stationary points (except the origin) to guarantee the

convergence to the origin (i.e., closed-loop stability) and the avoidance of unsafe region (i.e.,

process operational safety). In the case of unbounded unsafe sets, closed-loop stability with

safety  is readily guaranteed under the CLBF-MPC since the origin is the unique stationary

point in state-space. The application of the proposed CLBF-MPC method is demonstrated

through a chemical process example with a bounded and an unbounded unsafe region,
respectively.

©  2019 Institution of Chemical Engineers. Published by Elsevier B.V. All rights reserved.

unsafe operating conditions need to be identified in advance
1.  Introduction

Process operational safety plays an important role in chemical
process industries. Unsafe operations can lead to chemi-
cal incidents, such as the Chevron refinery fire, 2013 and
the ExxonMobil refinery explosion, 2015, in California. It
is reported that over 20 chemical incidents occurred in
the United States since 2013 (Completed Investigations of
Chemical Incidents, 2016), which cause large capital loss,
environmental damage and human injuries (Sanders, 2015).
Therefore, process operational safety has to be incorporated
into control system design such that unsafe operations will
be avoided, and the alarm or emergency shut-down system

will be triggered automatically instead of relying on human
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operators. A properly-designed process control system can
not only maintain stable production, minimize environmen-
tal hazards, and optimize economic profitability, but can also
cope with unexpected situations in production that would
otherwise result in unsafe operating conditions (Occupational
Safety and Health Administration, 2017). However, due to the
complexity of chemical processes, an unsafe situation should
be understood not simply with respect to a bound on a sin-
gle measured output (which is used, for example, to activate
the elements of the emergency shut-down system), but should
also take the interactions between multiple process variables
into consideration. Specifically, given a chemical process, the
ngineering, University of California, Los Angeles, CA 90095-1592,

based on process knowledge or past industrial data, and con-
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rol systems should be designed to account for the safe and
nsafe operating regions. An example of a metric which char-
cterizes safety in this broader context is a Safeness Index
unction proposed by Albalawi et al. (2016, 2017) which indi-
ates the relative safeness of each process state accounting for
ultivariable interactions. Albalawi et al. (2016, 2017) incorpo-

ate this Safeness Index state function in a constraint within
odel predictive control (MPC), an optimization-based control

echnique, so that the controller regulates the process while
ccounting for the Safeness Index-based constraints on the
rocess variables.

To maintain the stable and safe operation of a chemi-
al process, model predictive control (MPC), a widely-used
dvanced control methodology in industrial chemical plants,
an be utilized to achieve optimal process performance while
ccounting for multivariable interactions and limitations of
ontrol actuators (Rawlings and Mayne, 2009). Specifically, in
haskar et al. (2006), Muñoz de la Peña and Christofides (2008)

nd Liu et al. (2009), Control Lyapunov function-based con-
traints were incorporated in MPC  to achieve stabilizability
ithin a region of attraction of the closed-loop system (termed

he closed-loop system stability region). Additionally, a Safe-
ess Index function was proposed in Albalawi et al. (2017) to
ccount for process operational safety and the correspond-
ng Safeness Index-based constraint (state constraint) was
mployed in MPC  to maintain the process state in a safe oper-
ting region in state-space.

More  recently, a control method accounting for both sta-
ility and safety named Control Lyapunov-Barrier function

CLBF) was proposed in Romdlony and Jayawardhana (2016)
nd was incorporated in MPC  in Wu  et al. (2018a,b) such that
imultaneous closed-loop stability and process operational
afety with recursive feasibility were guaranteed. The CLBF
s formulated via the combination (i.e., the weighted average)
f a Control Lyapunov function (CLF) and a Control Barrier
unction (CBF), where CLF is originally used for closed-loop
tability and CBF is designed to ensure state constraint adher-
nce. Additionally, another approach to combine CLF and CBF
ogether was proposed in Ames et al. (2017), Jankovic (2018)
o utilize quadratic programming to optimize control actions
uch that both stability and safety objectives are satisfied.

In the direction of CLBF-based MPC  developed in Wu
t al. (2018a,b), this work investigates the design of CLBF-
ased controllers for two types of unsafe regions: bounded
nd unbounded sets. Specifically, it is pointed out in Braun
nd Kellett (2018) that in the presence of a bounded unsafe
egion, the origin cannot be rendered asymptotically stable
nder a continuous CLBF-based control law due to the exis-
ence of other stationary points except the origin. Therefore,
e  study two types of unsafe regions and demonstrate that

losed-loop stability and process operational safety can still
e achieved for the system with bounded unsafe region if
iscontinuous control actions are applied at the stationary
oints. Subsequently, the CLBF-MPC is developed with CLBF-
ased constraints and is shown to be recursively feasible, and
ble to drive the closed-loop state to the origin while avoid-
ng the unsafe region at all times if the state originates from a
ell-defined set of initial conditions.

The rest of the paper is organized as follows: in Section 2,
he class of systems considered, the stabilizability assump-
ions, and the constrained Control Lyapunov-Barrier function
eveloped for two types of unsafe regions (i.e., bounded

nd unbounded unsafe regions) are given. In Section 3, we
ntroduce the sample-and-hold implementation applied in
MPC, and develop a CLBF-based model predictive controller
that guarantees recursive feasibility, safety and closed-loop
stability under sample-and-hold implementation within an
explicitly characterized set of initial conditions. In Section 4,
the proposed CLBF-MPC is applied to a nonlinear chemical
process example with a bounded and unbounded safe region,
respectively, to demonstrate that simultaneous closed-loop
stability and process operational safety are achieved under the
CLBF-MPC.

2.  Preliminaries

2.1.  Notation

The Euclidean norm of a vector is denoted by the operator |·|
and the weighted Euclidean norm of a vector is denoted by the
operator |·|Q where Q is a positive definite matrix. xT denotes
the transpose of x. R+ denotes the set [0, ∞). The notation
LfV(x) denotes the standard Lie derivative Lf V(x) := ∂V(x)

∂x f (x). A
scalar continuous function V : Rn → R is proper if the set {x ∈
Rn|V(x) ≤ k} is compact for all k ∈ R, or equivalently, V is radially
unbounded Malisoff and Mazenc (2009). For given positive real
numbers  ̌ and �, �Bˇ(�) := {x ∈ Rn||x − �| < ˇ} is an open ball
around � with radius of ˇ. The null set is denoted by ∅. Set
subtraction is denoted by “\”, i.e., A \ B : = {x ∈ Rn|x ∈ A, x /in B}.
A function f(·) is of class �C1 if it is continuously differentiable.
Given a set �D,  the boundary and the closure of �D  are denoted
by ∂�D and ¯�D,  respectively. A continuous function  ̨ : [0, a) → [0,
∞) is said to belong to class �K  if it is strictly increasing and is
zero only when evaluated at zero.

2.2.  Class  of  systems

The class of continuous-time nonlinear systems considered is
described by the following state-space form:

ẋ = f (x) + g(x)u + h(x)w, x(t0) = x0 (1)

where x ∈ Rn is the state vector, u ∈ Rm is the manipulated
input vector, and w ∈ W is the disturbance vector, where W :=
{w ∈ Rl||w| ≤ �, � ≥ 0}. The control action constraint is defined
by u ∈ U : = {umin ≤ u ≤ umax} ⊂ Rm, where umin and umax repre-
sent the minimum and the maximum value vectors of inputs
allowed, respectively. f(·), g(·), and h(·) are sufficiently smooth
vector and matrix functions of dimensions n × 1, n × m, and
n × l, respectively. Without loss of generality, the initial time
t0 is taken to be zero (t0 = 0), and it is assumed that f(0) = 0,
and thus, the origin is a steady-state of the system of Eq. (1)
with w(t) ≡ 0, (i.e., (x∗

s , u∗
s ) = (0,  0), where x∗

s and u∗
s denote the

steady-state of Eq. (1)).

2.3.  Stabilizability  assumptions  expressed  via
Lyapunov-based  control

We  assume that there exists a positive definite and proper
Control Lyapunov function (CLF) V for the nominal system of
Eq. (1) with w(t) ≡ 0 that satisfies the small control property
(i.e., for every ε > 0, ∃ı > 0, s.t. ∀x ∈ �Bı(0), there exists u that
satisfies |u| < ε and LfV(x) + LgV(x)u < 0, (Sontag, 1989)) and the
following condition:
Lf V(x) < 0, ∀x ∈ {z ∈ Rn\{0}|LgV(z) = 0} (2)
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The CLF assumption implies that there exists a stabilizing
feedback control law �(x) ∈ U for the nominal system of Eq. (1)
(i.e., w(t) ≡ 0) that renders the origin of the closed-loop system
asymptotically stable for all x in a neighborhood of the origin
in the sense that Eq. (2) holds for u = �(x) ∈ U. An example of
a feedback control law is given by Lin and Sontag (1991) as
follows:

ki(x) =

⎧⎨
⎩ − p +

√
p2 + �|q|4
|q|2 qi if q /= 0

0 if q = 0

(3a)

�i(x) =

⎧⎪⎨
⎪⎩
umin if ki(x) < umin

ki(x) if umin ≤ ki(x) ≤ umax

umax if ki(x) > umax

(3b)

where p denotes LfV(x), qi denotes LgiV(x), q = [q1 · · · qm]T,
f = [f1 · · · fn]T, gi = [gi1 · · · gin]T, (i = 1, 2, · · ·,  m)  and � > 0. ki(x) of
Eq. (3a) represents the ith component of the control law �(x)
before considering saturation of the control action at the input
bounds. �i(x) of Eq. (3) represents the ith component of the sat-
urated control law �(x) that accounts for the input constraint
u ∈ U. Based on the Lyapunov-based control law �(x), a region
�u where the time-derivative of V(x) is negative under the con-
strained inputs can be characterized: �u = {x ∈ Rn|V̇ < 0, u =
�(x) ∈ U}. Additionally, for any initial states x0 ∈ 	b, where
	b : = {x ∈ �u|V(x) ≤ b, b > 0} is a level set of V(x) inside �u, it is
guaranteed that x(t), t ≥ 0 of the nominal system of Eq. (1) with
w(t) ≡ 0 under u = �(x) ∈ U remains in the forward invariant
set 	b.

2.4.  Characterization  of  unsafe  regions

We  assume that there is a set �D ⊂ Rn within which it is unsafe
for the system to be operated (e.g., the temperature or pressure
is extremely high), and a safe stability region �U  such that �U ∩
�D = ∅ and {0} ⊂ �U,  within which simultaneous closed-loop
stability and process operational safety are achieved in the
following sense:

Definition 1. Consider the system of Eq. (1) and input con-
straints u ∈ U. If there exists a control law u = �(x) ∈ U such
that for any initial state x(t0) = x0 ∈ �U,  x(t) remains inside �U,
∀t ≥ 0, and the origin of the closed-loop system of Eq. (1) can
be rendered asymptotically stable, we  say that the control law
�(x) maintains the process state within a safe stability region
�U at all times.

To ensure process operational safety, the unsafe region �D
should be first characterized by analyzing the safeness of pro-
cesses based on first-principles models and past operating
data. Specifically, the Safeness Index function S(x) proposed in
Albalawi et al. (2017) can be utilized to indicate the safeness
of a process while accounting for multivariable interactions.
From an extensive review of past accidents and their causes,
S(x) is developed as a function of process states and the thresh-
old STH is determined to characterize safe and unsafe regions
(i.e., S(x) ≤ STH is safe, and S(x) > STH is unsafe).

Additionally, in Romdlony and Jayawardhana (2016), Wu
et al. (2018a,b), the unsafe region is assumed to be an open,

bounded set, and Control Lyapunov-Barrier functions (CLBF)-
based control is developed to guarantee closed-loop stability
and process operational safety for the system of Eq. (1) for
all x0 ∈ �U.  However, in general, unsafe regions are character-
ized as unbounded sets in chemical processes, for example,
the region where the temperature is above a threshold that
can lead to unsafe operations. Therefore, in this work, we
will discuss both bounded unsafe region (denoted by �Db)
and unbounded unsafe region (denoted by �Du) cases and
demonstrate that the closed-loop state can be driven to the
steady-state and avoid the unsafe region under the CLBF-
based controller.

2.5.  Stabilization  and  safety  via  Control
Lyapunov-Barrier  function-based  control

In Romdlony and Jayawardhana (2016), the Control Lyapunov-
Barrier function is formulated via the weighted average of
a Control Lyapunov function and a Control Barrier function
(CBF). Specifically, given a CLF that satisfies Eq. (2) and the
small control property, closed-loop stability is achieved under
the controller u = �(x) ∈ U. Additionally, CBF is proposed in
Wieland and Allgöwer (2007) to ensure process operational
safety. The definition of a CBF is given as follows:

Definition 2. Given a set of unsafe points in state-space �D,
a �C1 function B(x) : Rn → R is a CBF if it satisfies the following
properties:

B(x) > 0, ∀x ∈ �D  (4a)

Lf B(x) ≤ 0, ∀x ∈ {z ∈ Rn\�D|LgB(z) = 0} (4b)

�XB := {x ∈ Rn|B(x) ≤ 0} /= ∅ (4c)

where �XB is the safe operating region that excludes �D.
Given the system of Eq. (1) with an unsafe set �D and a CBF

B(x), it is proved in Romdlony and Jayawardhana (2016) that
under the feedback controller that satisfies Ḃ ≤ 0, it is guar-
anteed that for all x0 ∈ �XB, the closed-loop state is bounded
in �XB for all times. Therefore, by combining a CLF and a CBF
together, a Control Lyapunov-Barrier function is developed in
Romdlony and Jayawardhana (2016) to derive closed-loop sta-
bility and process operational safety simultaneously and a
constrained CLBF is developed in Wu  et al. (2018a,b) to account
for the input constraints. The definition of a constrained CLBF
is as follows:

Definition 3. Given a set of unsafe points in state-space �D,
a proper, lower-bounded and �C1 function Wc(x) : Rn → R is a
constrained CLBF if Wc(x) has a minimum at the origin and
also satisfies the following properties:

Wc(x) > 
c, ∀x ∈ �D  ⊂ �uc (5a)

| ∂Wc(x)
∂x

| ≤ r(|x|) (5b)

LfWc(x) < 0,

∀x ∈ {z ∈ �uc\(�D ∪ {0} ∪ �Xe)|LgWc(z) = 0}
(5c)

�U
c := {x ∈ �uc|Wc(x) ≤ 
c} /= ∅ (5d)

where 
c ∈ R, r(·) is a class �K  function, and �Xe := {x ∈

�uc\(�D ∪ {0})|∂Wc(x)/∂x = 0} is a set of states where LfWc(x) = 0
(for x /= 0) due to ∂Wc(x)/∂x = 0.
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Fig. 1 – A three-dimensional schematic of Wc(x) where the
bounded unsafe set �Db is shown as a mountain peak in
the profile of W (x) in state-space.
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Fig. 2 – A schematic representing a bounded unsafe set �Db
embedded within the stability region, where there exists
an initial condition x0 and a saddle point xe such that the
trajectories from x0 converge to xe and pass around �Db
either in the up or down direction with a discontinuous
control action at xe.
c

Based on the definition of a constrained CLBF Wc(x) of Eq.
5), it is noted that unlike the level sets of Lyapunov functions,
he level sets of a constrained CLBF can have negative upper
ounds (i.e., 
c < 0) since Wc(x) is not positive definite. Specif-

cally, the condition of Eq. (5a) defines the unsafe region �D.
he condition of Eq. (5b) restricts the rate of change of Wc(x)
ith respect to x, and is used for the sample-and-hold imple-
entation of the controller in Section 3. The condition of Eq.

5c) satisfies the stabilizability assumptions of the CLBF-based
ontroller. Eq. (5d) represents the set of initial conditions �U
c .
hrough the definitions of �D in Eq. (5a) and �U
c in Eq. (5d),

t is shown that the set �U
c essentially excludes the unsafe
egion �D  (i.e., �U
c ∩ �D  = ∅).

Under a stabilizing control law �(x) (e.g., the Lyapunov-
ased control law of Eq. (3) with Wc(x) replacing V(x)), �uc

s defined to be the union of the origin, �Xe and the set
here the time-derivative of Wc(x) is negative with con-

trained input: �uc = {x ∈ Rn|Ẇc = LfWc + LgWcu < −˛|Wc(x) −
c(0)|, u = �(x) ∈ U} ∪ {0} ∪ �Xe, and  ̨ is a positive real number

sed to characterize the set �uc. Consider the nominal system
f Eq. (1) (i.e., w(t) ≡ 0) with a constrained CLBF Wc(x) of Eq. (5).
e analyze closed-loop stability and safety for the following

wo cases: a bounded unsafe region �Db and an unbounded
nsafe region �Du.

Case 1: If the unsafe region is characterized as a bounded
et �Db, it is demonstrated in Braun and Kellett (2018) that
symptotic stability of the origin cannot be achieved under
he continuous control law u = �(x) ∈ U due to the existence
f other stationary points (i.e., xe ∈ �Xe and xe /= 0). In other
ords, for some x0 ∈ �U
c , the closed-loop state may be

rapped in xe (such stationary points xe can be either local
inima or saddle points of Wc(x)) instead of the origin which

as the global minimum of Wc(x) under u = �(x). Specifically, as
hown in Figs. 1 and 2, since there exist initial values x0 ∈ �U
c
uch that the trajectories from x0 pass around �Db in all possi-
le directions, a discontinuous control action has to be applied
t xe to choose a direction to drive the state around �Db and
owards the origin. Moreover, in Wu  et al. (2018b), it is noted
hat in order to escape from xe and converge to the origin, Wc(x)
eeds to be carefully designed (e.g., the shapes and functional

orms of V(x) and B(x)) such that xe is a saddle point. Since xe

an be characterized once the form of Wc(x) is determined, a
et of control actions ū that can drive the state away from the
addle point in the direction of decreasing Wc(x) should also
e calculated in advance and be applied when the closed-loop
tate converges to xe.

Following the above analysis, the theorem below provides

ufficient conditions under which the existence of a con-
trained CLBF of Eq. (5) for the system of Eq. (1) under the
control law u = �(x) ∈ U guarantees that the solution of the sys-
tem of Eq. (1) always stays in the safe stability region �U
c .
Additionally, besides the boundedness of state in �U
c , the
origin can be rendered asymptotically stable if discontinuous
control actions ū are applied at saddle points xe.

Theorem 1. Consider that a constrained CLBF Wc(x) : Rn → R that
has a minimum at the origin and meets the conditions of Eq. (5),
exists for the nominal system of Eq. (1) with w(t) ≡ 0 subject to
input constraints, defined with respect to a bounded unsafe region
�Db in state-space. The continuous feedback control law u = �(x) ∈ U
guarantees that the closed-loop state stays in �U
c for all times for
x0 ∈ �U
c . Additionally, the origin can be rendered asymptotically
stable if discontinuous control actions ū are applied at saddle points
xe.

Proof. We  first prove that the closed-loop state x(t) is bounded
in �U
c for all t ≥ 0, if x0 ∈ �U
c and a continuous controller
u = �(x) ∈ U is applied. From the definition of �uc and �Xe, Ẇc

remains negative (i.e., Ẇc(x) < −˛|Wc(x) − Wc(0)|  < 0) within
the set �uc\(�Xe ∪ {0}) under the Lyapunov-based control law
of Eq. (3) (i.e., u = �(x) ∈ U) with Wc(x) replacing V(x) and in the
presence of input constraints. Since Ẇc = 0 at x = xe ∈ �Xe, 0,
it holds that Ẇc ≤ 0 for all x ∈ �U
c . Additionally, since Wc

is a proper function and Ẇc ≤ 0 holds under the controller
u = �(x) ∈ U, if follows that the level set �U
c of Wc(x) is a com-
pact invariant set. Therefore, ∀x0 ∈ �U
c , the state is bounded
in the safe stability region �U
c for all times under u = �(x) ∈ U
and does not enter �Db due to the fact that �U
c ∩ �Db = ∅.
However, asymptotic stability of the origin of the system of Eq.
(1) is not guaranteed under the continuous controller u = �(x) ∈
U since the closed-loop state may converge to xe instead of the
origin. To handle the saddle point issue, discontinuous con-
trol actions ū (i.e., ū /= �(x)) are required at xe to drive the state
away from xe. Specifically, if xe is a saddle point (by a care-
ful design of Wc(x)), a path that can escape from the saddle
point in the direction of decreasing Wc(x) exists and needs to
be determined in advance. Once the state leaves xe under ū,  it
is able to move towards the origin under the original controller
u = �(x) ∈ U since Ẇc is negative for all x ∈ �U
c\(�Xe ∪ {0}).
Therefore, the origin which has the global minimum of Wc(x)
in �U
c can be rendered asymptotically stable if the closed-loop
system of Eq. (1) switches to a discontinuous control action ū
at saddle points xe. �
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Fig. 3 – A three-dimensional schematic of Wc(x) with an
unbounded unsafe set �Du in state-space.

Fig. 4 – A schematic representing an unbounded unsafe set
�Du in state-space, where the trajectories starting from any

∗
initial condition x0 avoid �Du and converge to the origin xs .

Case 2: If an unbounded unsafe region �Du is consid-
ered, there does not exist such a stationary point xe /= 0
(Braun and Kellett, 2018), from which the trajectories pass
around �Du in all directions, which implies that the trajec-
tories from x0 ∈ �U
c converge to the origin while avoiding
�Du in one direction as shown in Figs. 3 and 4. Therefore,
Eq. (5) is simplified with �Xe = ∅ and Ẇc < 0 holds for all
x ∈ �U
c\{0} under the controller u = �(x) ∈ U. The following
theorem demonstrates that closed-loop stability and process
operational safety are achieved simultaneously for the system
of Eq. (1) under u = �(x) ∈ U.

Theorem 2. Consider that a constrained CLBF Wc(x) : Rn → R that
has a minimum at the origin and meets the conditions of Eq. (5),  exists
for the nominal system of Eq. (1) with w(t) ≡ 0 subject to input con-
straints, defined with respect to an unbounded unsafe region �Du in
state-space. The continuous feedback control law u = �(x) ∈ U guar-
antees that the closed-loop state is bounded in �U
c for all times and
the origin can be rendered asymptotically stable ∀x0 ∈ �U
c .

Proof. Following the first part of proof for Theorem 1, it is
readily shown that Ẇc remains negative for all x in the set
�uc \ {0} under the controller u = �(x) ∈ U, which implies that
∀x0 ∈ �U
c ⊂ �uc, the state stays in �U
c for all times and will
ultimately converge to the origin due to the fact that Ẇc <

0, ∀x ∈ �U
c\{0}. �

Remark 1. Control Lyapunov-Barrier function Wc(x) and Lya-
punov function V(x) are similar in that they both have a global
minimum at the origin of state-space and the level sets of

Wc(x) and V(x) are both invariant sets. However, the level sets
of a CLBF can have negative upper bounds (i.e., 
c < 0) and
there exist multiple stationary points (other than the origin)
for Wc(x). Thus, the Lyapunov-based control law (e.g., Sontag
control law of Eq. (3) in terms of V(x)) guarantees the conver-
gence of the state to the origin (i.e., the equilibrium point at
the origin is asymptotically stable), while the CLBF-based con-
trol law (e.g., Sontag control law of Eq. (3) in terms of Wc(x))
guarantees the boundedness of the state and the avoidance
of the unsafe region in a level set of Wc(x). Additionally, the
convergence of the state to the origin can be guaranteed for
CLBF-based control law if other stationary points (i.e., saddle
points) are addressed using a discontinuous control law.

2.6.  Design  of  constrained  CLBF

A constrained CLBF can be constructed by following the
designing method proposed in Romdlony and Jayawardhana
(2016) and Wu et al. (2018a). Specifically, a CLF and a CBF are
first designed separately, and a CLBF is designed through the
weighted sum of a CLF and a CBF such that the properties in
Eq. (5) are satisfied. Proposition 1 provides the guidelines for
choosing the CLF and CBF, and the corresponding weights.

Proposition 1. Given a set �D of unsafe states (maybe bounded Db,
or unbounded Du) for the system of Eq. (1) with w(t) ≡ 0, assume
that there exists a �C1 CLF V : Rn → R+, and a �C1 CBF B : Rn → R,
such that the following conditions hold:

c1|x|2 ≤ V(x) ≤ c2|x|2, ∀x ∈ Rn, c2 > c1 > 0 (6)

�D ⊂ �H, 0 /in�H (7)

B(x) = −� < 0, ∀x ∈ Rn\�H (8)

B(x) ≥ −�, ∀x ∈ �H;  B(x) > 0, ∀x ∈ �D  (9)

where �H  is a compact set within �uc for bounded unsafe region �Db
and an unbounded set for unbounded unsafe region �Du. Define Wc(x)
to have the form Wc(x) : = V(x) + �B(x) + , where:

| ∂Wc(x)
∂x

| ≤ r(|x|) (10)

LfWc(x) < 0,

∀x ∈ {z ∈ �uc\(�D ∪ {0} ∪ �Xe)|LgWc(z) = 0}
(11)

� >
c2c3 − c1c4

�
,  (12a)

 = 
c − c1c4, (12b)

c3 := maxx ∈ ∂(�H∩�uc)|x|2, (12c)

c4 := minx ∈ ∂(�D∩�uc)|x|2 (12d)

then for initial states x0 ∈ �U
c\�D�H, where �D�H := {x ∈
�H|Wc(x) > 
c}, the control law �(x) (with Wc(x) replacing V(x))
guarantees that the closed-loop state is bounded in �U
c and does
not enter the unsafe region �D�H for all times in the presence of a
bounded unsafe region �Db, and guarantees that the origin is ren-
dered asymptotically stable in the presence of an unbounded unsafe
region �Du.
Remark 2. Following the construction method in Proposition
1, the CLBF Wc(x) satisfies Eq. (5) with an expanded unsafe
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egion �D�H replacing �D  and the reader may refer to Wu  et al.
2018b) for the detailed proof for the case of a bounded unsafe
egion �Db. In the presence of an unbounded unsafe region
Du, following the proof in Wu et al. (2018b), it can be readily
hown that the control law u = �(x) ∈ U (with Wc(x) replac-
ng V(x)) guarantees that ∀x0 ∈ �U
c , the closed-loop state is
ounded in �U
c and does not enter �Du ∩ �uc (i.e., the intersec-
ion set of �Du and �uc), and thus not enter the remaining part
f the unbounded unsafe region �Du for all times by showing
hat the CLBF Wc(x) satisfies Eq. (5) with an expanded unsafe
egion �D�H ∩ �uc. Therefore, Theorems 1 and 2 hold for the
ounded and unbounded unsafe regions, respectively. Addi-
ionally, since the unsafe region �D (maybe bounded �Db, or
nbounded Du) is a subset of �D�H, it is also guaranteed that
he closed-loop state does not enter �D  (i.e., closed-loop sta-
ility and process operational safety still remain valid for the
ystem of Eq. (1) with an unsafe region �D.)

emark 3. Given a chemical process, the unsafe region �D
maybe bounded Db, or unbounded Du) can be determined using

 Safeness Index function S(x) and its threshold STH (Albalawi
t al., 2017). After the functional form of the unsafe region is
chieved (i.e., �D := {x ∈ Rn|S(x) > STH}), it can be incorporated
n the design of Wc(x) following the rules in Proposition 1. It
s noted that the construction method for Wc(x) works for any
imension as long as the unsafe region can be characterized
s a set in state-space.

.  CLBF-based  model  predictive  control

n this section, a CLBF-based MPC  is developed to drive the pro-
ess state to its steady-state/set-point and avoid the unsafe
egion by introducing the CLBF-based constraints into MPC.
eanwhile, to handle the potential saddle points due to

he bounded unsafe region, another stability constraint is
esigned to compute a path that drives the state away sad-
le points and moves towards a smaller level set of Wc(x).
pecifically, the impacts of sample-and-hold implementation
f the controller and disturbance terms (i.e., w(t) in Eq. (1)) are
rst discussed. Then the formulation, closed-loop stability and
rocess operational safety of the CLBF-MPC are presented.

.1.  Sample-and-hold  implementation  of  CLBF-based
ontroller

he following proposition provides sufficient conditions
nder which simultaneous closed-loop stability and process
perational safety are guaranteed under the sample-and-hold

mplementation of u = �(x) ∈ U.

roposition 2. Consider the system of Eq. (1) with a constrained
LBF Wc that meets the requirements of Definition 3 and has

 minimum at the origin. Let u(t) = �(x(tk)) for all tk ≤ t < tk+1,
(tk) ∈ �U
c\�Bı(xe) where ı > 0, xe ∈ �Xe and tk represents the time
nstance t = k�, k = 0, 1, 2, . . . If x(tk) ∈ �Bı(xe), let u(t) = ū(x) ∈ U

uch that Wc(x(tk+1)) < Wc(x(tk)) for any � > 0. Then, there exists
 positive real number �* and real numbers 
s < 
min < 
c, such
hat, if � ∈ (0, �*] and x0 ∈ �U
c , then x(t) ∈ �U
c , ∀t ≥ 0, and
lim
→∞

Wc(x(t)) ≤ 
min, where 
min is determined as follows:


min = max�t ∈ [0,�∗) {Wc(x(tk + �t), u, w)|x(tk) ∈ �U ,

s

u ∈ U, |w| ≤ �}.
(13)
Proof. We mainly discuss the case of a bounded unsafe region
with a nonempty set �Xe and show that it also holds for an
unbounded unsafe region with �Xe = ∅. We first show that with
u(t) = u(tk) = �(x(tk)), Ẇc(x(t), u(t)) < −� holds for all x(tk) ∈ Z :=
�U
c\(�U
s ∪ �Bı(xe)) and t ∈ [tk, tk + �*). Since f(·), g(·) and h(·)
are smooth functions and Wc(x) satisfies Eq. (5b), following the
proof of sample-and-hold implementation of the controller in
Wu et al. (2018a), Ẇc < −� is derived as below:

Ẇc(x(t), u(t)) ≤ Ẇc(x(tk), u(tk)) + k4(k1 + k2 + k3)�∗

< −˛
m + k4(k1 + k2 + k3)�∗

< −�

(14)

where k1, k2 and k3 are Lipschitz constants for
|(LfWc(x(t)) − LfWc(x(tk))|, |(LgWc(x(t)) − LgWc(x(tk)))u(t))| and
|(LhWc(x(t)) − LhWc(x(tk))|, respectively, 
m := minx ∈ �Z|Wc(x) −
Wc(0)|, and  ̨ is a parameter used to characterize �uc. Addi-
tionally, since the set Z is bounded, k4 is determined such that
|x(t) − x(tk)| ≤ k4�* for all t ∈ [tk, tk + �*). Let �∗ < ˛
m−�

k4(k1+k2+k3�)
and 0 ≤ � < ˛
m, respectively. Therefore, with sufficiently
small �* and �, the sample-and-hold implementation of
the controller u = �(x) ∈ U still maintains Ẇc negative for
all x ∈ Z within each sampling period in the presence of
disturbance. Additionally, if x(tk) ∈ �Bı(xe) where xe are saddle
points through the design of Wc(x), there also exists a set of
control actions ū(x) that decreases Wc(x) within one sampling
period, which implies that x(tk+1) moves to a smaller level
set of Wc(x). Within finite sampling steps, the state will leave
�Bı(xe) and the condition Wc(x(t)) < Wc(x(tk)), ∀ t > tk under
u = �(x) ∈ U ensures that it never returns to �Bı(xe) once it
leaves. So far, we prove that the controller (i.e., u = �(x) and ū)
in sample-and-hold fashion decreases Wc(x) and drives the
state towards �U
s .

It remains to show that x(t) will ultimately enter and stay
in �U
min

. Since Ẇc < −�, it follows that Wc(x(t)) < Wc(x(tk)) ≤ 
c,
∀t > tk and thus, within finite sampling steps, the closed-loop
state trajectory x(t) will enter �U
s . Based on the definition of

min of Eq. (13), x(t) stays in �U
min

for t ∈ [tk, tk + �*) if x(tk) ∈
�U
s . Therefore, ∀x0 ∈ �U
c , the state is bounded in �U
c for all
times and ultimately converges to �U
min

.
In case the unsafe region is unbounded, then the ori-

gin is the only stationary point in state-space. Therefore,
the condition Ẇc < −� holds for all x ∈ �U
c\�U
s under
the sample-and-hold implementation of u = �(x) ∈ U, which
implies that the state will move towards the origin and finally
remains inside �U
min

as well. �

3.2.  Formulation  of  CLBF-MPC

The CLBF-MPC design is represented by the following opti-
mization problem:

�J  = min
u ∈ S(�)

∫ tk+N

tk

L(x̃(t), u(t))dt (15a)

s.t. ˙̃x(t) = f (x̃(t), u(t), 0) (15b)

u(t) ∈ U, ∀t ∈ [tk, tk+N) (15c)
x̃(tk) = x(tk) (15d)
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Ẇc(x(tk)) < −�,
if Wc(x(tk)) > 
min and x(tk) /in�Bı(xe)

(15e)

Wc(x̃(t)) ≤ 
min, ∀t ∈ [tk, tk+N),

if Wc(x(tk)) ≤ 
min

(15f)

Wc(x̃(t)) < Wc(x(tk)), ∀t ∈ (tk, tk+N),

if x(tk) ∈ �Bı(xe)
(15g)

where x̃(t) is the predicted state trajectory, S(�) is the set
of piecewise constant functions with period �, and N is the
number of sampling periods in the prediction horizon. The
cost function L(x̃(t), u(t)) is in a quadratic form: |x̃(t)|2QL + |u(t)|2RL
where QL and RL are positive definite matrices. The minimum
value of the cost function will be attained at the equilibrium
of the system of Eq. (1).

In the optimization problem of Eq. (15), the objective func-
tion of Eq. (15a) is the integral of L(x̃(t), u(t)) over the prediction
horizon. The constraint of Eq. (15b) is the nominal system of
Eq. (1) (i.e., w(t) ≡ 0) and is used to predict the evolution of
the closed-loop state. Eq. (15c) defines the input constraints
over the entire prediction horizon. Eq. (15d) defines the ini-
tial condition of the nominal process system of Eq. (15b). The
constraint of Eq. (15e) forces the CLBF Wc(x̃) along the pre-
dicted state trajectories to decrease at least at the rate of −�
when Wc(x(tk)) > 
min and x(tk) /in�Bı(xe), while the constraint
of Eq. (15f) activates if Wc(x(tk)) ≤ 
min so that the states of
the closed-loop system will remain inside �U
min

afterwards.
Additionally, if x(tk) ∈ �Bı(xe), the constraint of Eq. (15g) is acti-
vated to decrease Wc(x) within one sampling period such that
the state can escape from saddle points xe. We  assume that
the states of the closed-loop system are measured at each
sampling time. After the optimal solution u*(t) of the opti-
mization problem of Eq. (15) is obtained, only the first control
action of u*(t) is sent to the control actuators to be applied over
the next sampling period. Then, at the next instance of time
tk+1 : = tk + �, the optimization problem is solved again, and the
horizon will be rolled forward one sampling time.

Theorem 3 establishes that under the CLBF-MPC of Eq. (15),
it is guaranteed that the state of the closed-loop system of Eq.
(1) is bounded in �U
c for all times, and is ultimately bounded
in �U
min

.

Theorem 3. Consider the system of Eq. (1) with a constrained CLBF
Wc which has a minimum at the origin. Given any initial state x0 ∈
�U
c , it is guaranteed that the optimization problem is feasible for all
times under the CLBF-MPC scheme of Eq. (15) with sampling period
� ∈ (0, �*]. Additionally, for any x0 ∈ �U
c , the state is bounded in
�U
c , ∀t ≥ 0, and ultimately converges to �U
min

as t → ∞.

Proof. We  first prove that Theorem 3 holds for the bounded
unsafe region �Db. Assuming that x(tk) ∈ �U
c\�U
min

, it is
demonstrated in Proposition 2 that in the presence of sad-
dle points xe, the control law u = �(x) ∈ U and u = ū(x) ∈ U

in sample-and-hold fashion are feasible solutions to the
optimization problem of Eq. (15) (i.e., guaranteed recursive fea-
sibility of the optimization problem of Eq. (15)) and ensure
the decrease of Wc in every sampling period. Specifically,
when x(tk) ∈ �U
c\(�U
min

∪ �Bı(xe)), it follows from Eq. (14)
that u = �(x) ∈ U satisfies the constraint of Eq. (15e) because

the state is inside the safe stability region �U
c ⊂ �uc where
there always exists a feasible control action that satisfies Ẇc <
−� according to the definition of �uc (i.e., �uc = {x ∈ Rn|Ẇc =
LfWc + LgWcu < −˛|Wc(x) − Wc(0)|, u = �(x) ∈ U} ∪ {0} ∪ �Xe). If
x(tk) ∈ �Bı(xe), u = ū(x) is a feasible solution that satisfies the
constraint of Eq. (15g) such that the state of the closed-
loop system of Eq. (1) can escape from saddle points xe and
pass around �Db in a specified direction. Additionally, when
x(tk) ∈ �U
min

, u = �(x) ∈ U again provides a feasible solution
that meets the constraint of Eq. (15f). Therefore, under the
constraints of Eqs. (15e–15g), the state of the closed-loop sys-
tem of Eq. (1) with x0 ∈ �U
c is first driven towards �U
min

due
to the decrease of Wc(x) while being able to escape from saddle
point if the state enters �Bı(xe), and ultimately remains inside
�U
min

.

On the other hand, if the unsafe region is an unbounded set
�Du in state-space, if follows that the origin is the only station-
ary point in state-space (i.e., �Xe = ∅) and the constraint of Eq.
(15g) will never be activated. Therefore, under the constraint
of Eq. (15e) (satisfied by a feasible solution u = �(x) ∈ U), Ẇc is
rendered negative and the state of the closed-loop system of
Eq. (1) is driven towards �U
min

. Finally, the closed-loop state
is bounded in �U
min

under the constraint of Eq. (15f). �

Remark 4. In Theorem 3, we  have proved that if x0 ∈ �U
c , x(t)
stays inside �U
c , ∀t ≥ 0. Furthermore, we can show that the
closed-loop state trajectory of x(t) will always be away from
the unsafe region �D (maybe bounded Db, or unbounded Du) with
the application of the CLBF-MPC of Eq. (15). This statement
can be proved due to the fact that x(t) ∈ �U
c implies x(t) /in�D
for all times since �U
c ∩ �D = ∅. Also, it can be readily shown
that Theorem 3 holds for any subset �U
 ⊆ �U
c , i.e., for x0 ∈
�U
, x(t) ∈ �U
, ∀t ≥ 0, and lim sup

t→∞
|x(t)| ≤ d following the above

proof with �U
 replacing �U
c .

Remark 5. Although the saddle point xe is a problem for
the CLBF-based continuous controller (i.e., u = �(x) ∈ U) in the
presence of a bounded unsafe region, it may be mitigated by
taking advantage of the MPC layer, within which the objec-
tive function of Eq. (15a) and the constraint of Eq. (15g) play
an important role. Specifically, since the objective function
becomes large if the state converges to any stationary points
xe other than the origin, the optimization problem of Eq. (15)
attempts to avoid those sub-optimal points by optimizing con-
trol actions in a sample-and-hold fashion and taking future
cost values into account. Additionally, the constraint of Eq.
(15g) is included in the CLBF-MPC of Eq. (15) such that Wc(x)
is forced to decrease if x(tk) ∈ �Bı(xe). As a result, the state
can leave �Bı(xe) in the direction of decreasing Wc(x) and keep
moving towards the origin.

Remark 6. In the presence of sufficiently small bounded dis-
turbances, closed-loop stability for the system of Eq. (1) under
CLBF-MPC is still guaranteed since the disturbances have been
accounted for in the sample-and-hold implementation of the
controller. Specifically, it is shown in Eq. (13) that once the
state enters a small neighborhood around the origin �U
s , it
will never leave �U
min

thereafter. In Eq. (14), it is shown that
Ẇc can still be rendered negative in the presence of sufficiently
small bounded disturbances. Therefore, the closed-loop state
will be driven towards the origin under CLBF-MPC (due to the

constraint of Eq. (15e)) and ultimately be bounded in �U
min

(due to the constraint of Eq. (15f)).
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Fig. 5 – A schematic representing a bounded unsafe set �D
in state-space and a conservative safety level set ��′ inside
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Table 1 – Parameter values of the CSTR.

T0 = 310 K F = 100 × 10−3 m3/min
VL = 0.1 m3 E = 8.314 × 104 kJ/kmol
k0 = 72 × 109 min−1 �H =−4.78 × 104 kJ/kmol
Cp = 0.239 kJ/(kg K) R = 8.314 kJ/(kmol K)

L = 1000 kg/m3 CA0s = 1.0 kmol/m3

Qs = 0.0 kJ/min CAs = 0.57 kmol/m3
he closed-loop stability region ��.

emark 7. Note that there also exist other approaches to
ncorporating process operational safety in the design of MPC.
or example, a safety level set of Lyapunov function 	
′ :=
x ∈ �u|V(x) ≤ 
′, 
′ > 0} inside the closed-loop system stabil-
ty region 	
 can be characterized to exclude the unsafe region
i.e., 	
′ ∩ �D = ∅) such that for any initial state x0 ∈ 	
′ , it is
uaranteed that the closed-loop state under Lyapunov-based
PC  (Mhaskar et al., 2006; Heidarinejad et al., 2012) stays in


′ for all times and therefore does not enter �D.  Additionally,
ecursive feasibility of the MPC  controller is ensured since the
afety level set 	
′ is an invariant set inside �u where a fea-
ible control action always exists (e.g., the controller �(x) of
q. (3) with V(x)). However, as shown in Fig. 5, considering the
ocation of the unsafe region, the safety level set 	
′ could be
ery conservative to ensure process operational safety, which
imits the operating region and sacrifices process economic
erformance. On the other hand, the state constraints (i.e.,

˜ (t) /in�D, ∀t ∈ [tk, tk+N), if x(tk) /in�D) can be employed in the
ormulation of MPC  to avoid the unsafe region while driving
he state towards the origin. In this case, the closed-loop oper-
ting region 	
\�D is larger than the conservative safety level
et 	
′ in Fig. 5. However, the optimization problem of MPC
ay become infeasible due to the state constraints when the

tate approaches the unsafe region, which eventually leads to
he failure of control system.

emark 8. The safety region being bounded or unbounded
ill not make such a big difference for economic model pre-
ictive controller (EMPC) (Wu et al., 2018b). The reason is that
MPC operates the closed-loop system in a time-varying oper-
tion by maximizing its economic stage function instead of
riving the closed-loop state to the origin. Therefore, we do
ot need to apply a discontinuous control law around sta-

ionary points other than the origin (i.e., saddle points) for a
ounded unsafe region, which implies that both bounded and
nbounded unsafe regions can be incorporated readily in the
esign of Wc(x) for EMPC.

.  Application  to  a  chemical  process
xample

n this section, we  utilize a chemical process example to
llustrate the application of the proposed CLBF-MPC method
or both bounded unsafe region �Db and unbounded unsafe
egion �Du. Consider a well-mixed, non-isothermal continu-
us stirred tank reactor (CSTR) where an irreversible first-order
xothermic reaction takes place. The reaction converts the

eactant A to the product B via the chemical reaction A → B. A
eating jacket that supplies or removes heat from the reactor
Ts = 395.3 K

is used. The CSTR dynamic model derived from material and
energy balances is given below:

dCA
dt

= F

VL
(CA0 − CA) − k0e

−E/RTCA (16a)

dT

dt
= F

VL
(T0 − T) − �Hk0


LCp
e−E/RTCA + Q


LCpVL
(16b)

where CA is the concentration of reactant A in the reactor,
T is the temperature of the reactor, Q denotes the heat sup-
ply/removal rate, and VL is the volume of the reacting liquid in
the reactor. The feed to the reactor contains the reactant A at
a concentration CA0, temperature T0, and volumetric flow rate
F. The liquid has a constant density of 
L and a heat capacity
of Cp. k0, E and �H are the reaction pre-exponential factor,
activation energy and the enthalpy of the reaction, respec-
tively. Process parameter values are listed in Table 1. The
control objective is to operate the CSTR at the unstable equilib-
rium point (CAs, Ts) = (0.57 kmol/m3, 395.3 K) and maintain the
state in a safe region of state-space by manipulating the heat
input rate �Q = Q − Qs, and the inlet concentration of species
A, �CA0 = CA0 − CA0s . The input constraints for �Q and �CA0

are |�Q| ≤ 0.0167 kJ/min and |�CA0| ≤ 1 kmol/m3, respectively.
We  first use deviation variables to represent the process

model of Eq. (16) in the form of nonlinear systems of Eq. (1).
The equilibrium point (CAs, Ts) is at the origin of the state-
space. xT = [CA − CAsT − Ts], uT = [�CA0�Q] represent the state
vector and the manipulated input vector in deviation variable
form, respectively. The Control Lyapunov Function is designed
using the standard quadratic form V(x) = xTPx,  with the follow-
ing positive definite P matrix:

P =
[

9.35 0.41

0.41 0.02

]
(17)

We  first demonstrate the application of the proposed CLBF-
MPC  control scheme to a bounded unsafe region �Db located
within the set �uc. The unsafe region is defined as an ellipse:

Db :=
{
x ∈ R2|F(x) = (x1 + 0.22)2

1
+ (x2 − 4.6)2

1 × 104
< 2 × 10−4.

}

�H is defined as �H := {x ∈ R2|F(x) < 4 × 10−4} such that it sat-
isfies Db ⊂ �H in Proposition 1. The Control Barrier function
B(x) is defined as follows.

B(x) =

⎧⎪⎪⎨
⎪⎪⎩
e

aF2(x)

F(x) − 4 × 10−4 − e−2a×10−4
, if x ∈ �H

−e−2a×10−4
, if x /in�H

(18)

where a is a parameter that can be adjusted in charac-
terizing the set �uc. The Control Lyapunov-Barrier function

Wc(x) = V(x) + �B(x) +  is constructed following the rules in
Proposition 1, where the parameter values can be found in
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Fig. 6 – Closed-loop state trajectories under the CLBF-MPC
for the system of Eq. (16) with different initial conditions
marked by stars. The set of unsafe states �Db is shaded in
solid red area and the set �U� is the region between the
level set of the Lyapunov function and the set �H.

Fig. 7 – Closed-loop state trajectories under the CLBF-MPC
for the system of Eq. (16) with different initial conditions
marked by stars. The set of unbounded unsafe states �Du is
the red area on the top.

constrained stabilization of nonlinear systems. Automatica
96, 359–367.
Wu et al. (2018a). In this example, xe is calculated to be (−0.235,
4.83), which is a saddle point in state-space.

The objective function of the CLBF-MPC in this example
is give by

∫ tk+N
tk

|x̃(t)|2QL + |u(t)|2RL , where the weighting matrices

for the states and inputs are chosen to be QL =
[

1000 0

0 10

]

and RL =
[

1 0

0 100

]
, respectively. In the simulations presented

below, the explicit Euler method with an integration time step
of hc = 10−5 min  is used to numerically integrate the process
model of Eq. (16). The MPC  sampling time is � = 2 ×10−3 min
and the prediction horizon is N = 10. In Fig. 6, it is demonstrated
that for all initial states x0 in �U
 (marked by blue stars), which
is a subset of �U
c , the closed-loop state avoids the bounded
unsafe region �Db and ultimately converges to �U
min

under
the CLBF-MPC of Eq. (15).

We  now study the case where the unsafe region is an
unbounded set. The unsafe region is defined as an unbounded
set with high temperature and concentration: �Du := {x ∈
R2|F(x) = x1 + x2 > 7.2}. �H  is defined as �H  := {x ∈ R2|F(x) >

6.8}.The Control Barrier function B(x) is defined as follows.

B(x) =
{

eF(x)−7.2 − 2 × e−0.4, if x ∈ �H

−e−0.4, if x /in�H
(19)

The Control Lyapunov-Barrier function
Wc(x) = V(x) + �B(x) +  is constructed with the following
parameters: 
c = 0, c1 = 0.001, c2 = 10, c3 = 98.78, c4 = 51.99, and
 = 
c − c1c4 =−1.685 × 10−2. Hence, � is chosen to be 1500 to
satisfy Eq. (12). It is demonstrated in Fig. 7 that under the
CLBF-MPC of Eq. (15), all the trajectories with initial states
inside �U
 avoid the unsafe region �Du on the top and converge
to �U
min

.
Therefore from the above case studies of a bounded and

an unbounded unsafe region, it is demonstrated that simul-
taneous closed-loop stability and process operational safety
are achieved under the CLBF-MPC of Eq. (15) in the sense that
for any initial state x0 ∈ �U
 ⊂ �U
c , the closed-loop state is
guaranteed to stay inside �U
 and avoid the unsafe region for
all times, and will converge to a small neighborhood �U
min

around the origin ultimately.
5.  Conclusion

In this work, we investigated simultaneous closed-loop sta-
bility and process operational safety of nonlinear systems
subject to input constraints under the CLBF-based model pre-
dictive control scheme for two types of unsafe regions (i.e.,
bounded and unbounded sets). Specifically, in the presence of
a bounded unsafe region, to avoid the convergence to other
stationary points except the origin in state-space, discontinu-
ous control actions were required at stationary points (other
than the origin) to drive the state away from the station-
ary points and towards the origin. However, if an unbounded
unsafe region was considered, then the origin could be ren-
dered asymptotically stable under a continuous feedback
control law since there are no stationary points present in this
case. As a result, in developing the CLBF-based model predic-
tive control scheme, an additional constraint was added to
handle stationary points in the presence of a bounded unsafe
region which is embedded within the closed-loop system sta-
bility region. Finally, a chemical process example was utilized
to demonstrate the application of CLBF-MPC to a CSTR system
with bounded and unbounded unsafe regions.
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