Machine learning-based predictive control of nonlinear processes. Part I: Theory
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Abstract
This article focuses on the design of model predictive control (MPC) systems for nonlinear processes that utilize an ensemble of recurrent neural network (RNN) models to predict nonlinear dynamics. Specifically, RNN models are initially developed based on a data set generated from extensive open-loop simulations within a desired process operation region to capture process dynamics with a sufficiently small modeling error between the RNN model and the actual nonlinear process model. Subsequently, Lyapunov-based MPC (LMPC) that utilizes RNN models as the prediction model is developed to achieve closed-loop state boundedness and convergence to the origin. Additionally, machine learning ensemble regression modeling tools are employed in the formulation of LMPC to improve prediction accuracy of RNN models and overall closed-loop performance while parallel computing is utilized to reduce computation time. Computational implementation of the method and application to a chemical reactor example is discussed in the second article of this series.
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1 INTRODUCTION

Machine learning has attracted an increased level of attention in model identification in recent years. Among many machine learning techniques, recurrent neural networks (RNN) have been widely used for modeling a general class of nonlinear dynamical systems. Unlike the one-way connectivity between units in feedforward neural networks, there exist feedback loops in RNN architectures that introduce the past information derived from earlier inputs to the current network. The information preserved in the internal states exhibits the memory of an RNN and leads to capturing dynamic behavior in a way conceptually similar to nonlinear state-space ordinary differential equation models. The history of RNN can be traced back to the 1980s, when Hopfield networks were first created for pattern recognition. Since then, many learning algorithms (e.g., backpropagation through time and truncated backpropagation methods) and modern RNN structures (e.g., long short-term memory (LSTM), gated recurrent unit (GRU) and bidirectional RNN) have been developed for various applications including human visual pattern recognition and natural language processing. With the rapid development of computational resources, an explosion of data and open-source software libraries such as Tensorflow and Keras, machine learning techniques have become accessible in classical engineering fields in addition to computer science and engineering. Specifically, the neural network method has been recently used to solve classification and regression problems in process control and operations. For example, in Reference 2 an adaptive fault-tolerant control method based on neural networks was developed for nonlinear systems with unknown actuator fault. In Reference 3 a neural network-based detection system was developed to detect cyber-attacks in chemical processes. In Reference 4 a convex-based LSTM neural network was developed for dynamic system identification. The aforementioned works have demonstrated the potential of neural networks in solving fault-tolerant control, cybersecurity, and real-time control and optimization problems.
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As neural networks are able to approximate any continuous function according to the universal approximation theorem, neural networks can also be utilized to derive a nonlinear prediction model for model predictive control (MPC). As an advanced control methodology, MPC has been applied in real-time operation of industrial chemical plants to optimize process performance accounting for process stability, control actuator, and safety/state constraints.\textsuperscript{5,6} One key requirement of MPC is the availability of an accurate process model to predict states. The prediction model can be derived as a first-principles model that describes the underlying physiochemical mechanisms or a data-driven model that is developed based on industrial/simulation data. Considering that in most cases it is difficult to obtain a first-principles model that captures complex, nonlinear behavior of a large-scale process, data-driven modeling has historically received significant attention. In References 7 and 8 the multivariable output error state-space algorithm (MOESP) and the numerical algorithm for subspace state-space identification (N4SID) were developed to identify state-space models. In Reference 9 nonlinear autoregressive moving average with exogenous input (NARMAX) method was introduced to identify nonlinear input–output systems. Additionally, modeling through recurrent neural networks has also proven to be successful in approximating nonlinear dynamical systems.\textsuperscript{10,11} Extensive research efforts have been made on data-driven modeling, which also contributes to the development of model-based control schemes that utilize data-driven models to predict process dynamics.

Recently, a Lyapunov-based economic MPC that utilized a well-conditioned polynomial nonlinear state-space (PNLSS) model was developed to obtain optimal economic benefits and closed-loop stability.\textsuperscript{12} Besides polynomial approximation that is generally easy to solve, neural networks have also been utilized in model-based controller design\textsuperscript{13,14} as they may capture better "difficult nonlinearities" via a richer class of nonlinear functions that can be learned effectively. It was found in Reference 13 that feedforward neural networks are easy to implement to approximate static functions, but with slow convergence speed and lack of capturing process dynamics. Neural networks with similar structure such as shape-tunable neural network (SNN) and radial basis function neural network (RBNN) were also developed to approximate nonlinear dynamical systems. For example, in References 15 and 16 RBNN models were incorporated in the design of model predictive control to guarantee system stability. However, at this stage, stability analysis and computation time reduction have not been addressed for model predictive control using recurrent neural networks.

Moreover, given that a single data-driven model may not perfectly represent the process dynamics in the entire operating region, multimodel approaches were utilized in References 17 and 18 by partitioning the region of operation to reduce the reliance on a single model. For instance, a multimodel approach was used for fault identification in an industrial system using estimation techniques in Reference 18. In this case, the region of operation was partitioned around the operation points and each region of operation was represented by a single linear dynamic model. Consequently, the performance of the identified model in each region of operation was limited by the quality of provided data, which may not represent accurately the studied region. To address the above issue, ensemble learning has been proposed to combine the results of multiple models for complex systems. Ensemble learning uses several models that are obtained during a learning step to approximate particular outputs.\textsuperscript{19} Compared to a single model prediction, ensemble learning has demonstrated benefits in robustness and accuracy in solving classification or regression problems.\textsuperscript{20,21} In Reference 22 ensemble learning-based MPC has proven to be successful in regulating product yield for an industrial-scale fixed-bed reactor with a highly exothermic reaction. Additionally, in References 23 and 24 different ensemble learning methods were introduced to improve model prediction performance of neural network models for a batch polymerization reactor. However, the increasing computation time for multiple machine learning models still remains an important issue for real-time implementation of ensemble regression models.

Motivated by the above, this work develops a Lyapunov-based MPC using an ensemble of RNN models to drive the closed-loop state to its steady state for initial conditions in the closed-loop stability region. Specifically, an RNN model is initially developed to represent a general class of nonlinear processes over a broad region of process operation. Subsequently, the Lyapunov-based MPC using the RNN model that achieves sufficiently small modeling error during training is developed to stabilize nonlinear systems at the steady state, for which sufficient conditions are derived for closed-loop stability. Additionally, ensemble regression modeling and parallel computing are employed to improve prediction accuracy of RNN models and computational efficiency of LMPC optimization problem in real-time implementation. Part I of this two-article series presents the development of the LMPC using an ensemble of RNN models with stability analysis. Part II addresses computational implementation issues, parallel computing, and the application of LMPC to a chemical process example.

The rest of this article is organized as follows: in preliminaries, the notations, the class of nonlinear systems considered and the stabilizability assumptions are given. In section "Recurrent Neural Network," the general form of RNNs, the learning algorithm, and the process of building an RNN and ensemble regression models are introduced. In section "Lyapunov-based MPC using Ensemble RNN Models," a Lyapunov-based MPC is developed by incorporating an RNN model as the prediction model with guaranteed closed-loop stability and recursive feasibility. Stability analysis is performed accounting for the impact of sample-and-hold implementation, bounded disturbances and the modeling error between RNNs and the actual nonlinear system.

2 | PRELIMINARIES

2.1 | Notation

The notation $|x|$ is used to denote the Euclidean norm of a vector. $x^T$ denotes the transpose of $x$. The notation $L_V(x)$ denotes the standard Lie derivative $L_V(x) = \frac{d}{dt}V(f)(x)$. Set subtraction is denoted by “\", that
is, $A \setminus B := \{ x \in \mathbb{R}^n \mid x \in A, x \notin B \}$. The function $f(x)$ is of class $C^1$ if it is continuously differentiable in its domain. A continuous function $w : [0,a) \rightarrow [0,\infty)$ is said to belong to class $\mathcal{K}$ if it is strictly increasing and is zero only when evaluated at zero.

### 2.2 Class of systems

The class of continuous-time nonlinear systems considered is described by the following system of first-order nonlinear ordinary differential equations:

$$
\dot{x} = F(x,u,w) := f(x) + g(x)u + h(x)w, \ x(t_0) = x_0
$$

where $x \in \mathbb{R}^n$ is the state vector, $u \in \mathbb{R}^m$ is the manipulated input vector, and $w \in W$ is the disturbance vector with $W := \{ w \in \mathbb{R}^q \mid |w| \text{ swmax} w_{\text{max}} \geq 0 \}$. The control action constraint is defined by $u \in U := \{ u_{\text{min}} \leq u \leq u_{\text{max}}, i = 1, \ldots, m \} \subset \mathbb{R}^m$. $f(\cdot)$, $g(\cdot)$, and $h(\cdot)$ are sufficiently smooth vector and matrix functions of dimensions $n \times 1$, $n \times m$, and $n \times q$, respectively. Throughout the manuscript, the initial time $t_0$ is taken to be zero ($t_0 = 0$), and it is assumed that $f(0) = 0$, and thus, the origin is a steady state of the nominal (i.e., $w(t) \equiv 0$) system of Equation (1). (i.e., $(x', u') = (0,0)$, where $x'_i$ and $u'_i$ represent the steady-state state and input vectors, respectively).

### 2.3 Stabilization via control Lyapunov function

We assume that there exists a stabilizing control law $u = \Phi(x) \in U$ (e.g., the universal Sontag control law\cite{25}) such that the origin of the nominal system of Equation (1) (i.e., $w(t) \equiv 0$) is rendered exponentially stable in the sense that there exists a $C^1$ Control Lyapunov function $V(x)$ such that the following inequalities hold for all $x$ in an open neighborhood $D$ around the origin:

$$
\begin{align*}
&c_1|x|^2 \leq V(x) \leq c_2|x|^2, \\
&\frac{\partial V(x)}{\partial x} F(x,\Phi(x),0) \leq -c_3|x|^2, \\
&\left|\frac{\partial V(x)}{\partial x}\right| \leq c_4 \ |x|
\end{align*}
$$

where $c_1$, $c_2$, $c_3$, and $c_4$ are positive constants. $F(x,u,w)$ represents the nonlinear system of Equation (1). A candidate controller $\Phi(x)$ is given in the following form:

$$
\phi_i(x) = \begin{cases} 
\frac{-p + \sqrt{p^2 + q^2}}{q} & \text{if } q \neq 0 \\
0 & \text{if } q = 0
\end{cases} \quad (3a)
$$

$$
\Phi_i(x) = \begin{cases} 
\phi_i(x) & \text{if } \phi_i(x) < u_{i \text{min}} \\
\phi_i(x) & \text{if } u_{i \text{min}} \leq \phi_i(x) \leq u_{i \text{max}} \\
u_{i \text{max}} & \text{if } \phi_i(x) > u_{i \text{max}}
\end{cases} \quad (3b)
$$

where $p$ denotes $L_V |x|$ and $q$ denotes $L_V |x|$, $f = [f_1 \ldots f_m]^T$, $g_i = [g_{i1} \ldots g_{im}]^T$, $i = 1, 2, \ldots, m$. $\phi_i(x)$ of Equation (3a) represents the $i$th component of the control law $\Phi(x)$. $\Phi(x)$ of Equation (3) represents the $i$th component of the saturated control law $\Phi(x)$ that accounts for the input constraint $u \in U$. Based on Equation (2), we can first characterize a region where the time-derivative of $V$ is rendered negative under the controller $\Phi(x) \in U$ as $\phi_u = \{ x \in \mathbb{R}^n \mid V(x) = L_V + L_V V_u < -k V(x), u = \Phi(x) \in U \} \cup \{0\}$, where $k$ is a positive real number. Then the closed-loop stability region $\Omega_\phi$ for the nonlinear system of Equation (1) is defined as a level set of the Lyapunov function, which is inside $\phi_u$: $\Omega_\phi := \{ x \in \mathbb{R}^n \mid V(x) \leq \rho \}$, where $\rho > 0$ and $\Omega_\phi \subset \phi_u$. Also, the Lipschitz property of $F(x,u,w)$ combined with the bounds on $u$ and $w$ implies that there exist positive constants $M, L_x, L_w, L'_x, L'_w$ such that the following inequalities hold for all $x, \dot{x} \in D, u \in U, w \in W$:

$$
\begin{align*}
&|F(x,u,w)| \leq M \quad (4a) \\
&|F(x,u,w) - F(x',u,0)| \leq L_x |x-x'| + L_w |w| \quad (4b) \\
&\left|\frac{\partial V(x)}{\partial x} F(x,u,w) - \frac{\partial V(x)}{\partial x} F(x',u,0)\right| \leq L'_x |x-x'| + L'_w |w| \quad (4c)
\end{align*}
$$

### 3 RECURRENT NEURAL NETWORK

In this work, we develop an RNN model with the following form:

$$
\dot{x} = F_m(x,u) := Ax + \Theta^T y
$$

where $\dot{x} \in \mathbb{R}^n$ is the RNN state vector and $u \in \mathbb{R}^m$ is the manipulated input vector. $y = [y_1, y_2, \ldots, y_m]^T = [\sigma(x_1), \ldots, \sigma(x_n), u_1, \ldots, u_m]$ is a vector of both the network state $x$ and the input $u$, where $\sigma(\cdot)$ is the nonlinear activation function (e.g., a sigmoid function $\sigma(x) = 1 / (1 + e^{-x})$). $A$ is a diagonal coefficient matrix, that is, $A = \text{diag}[-a_1, \ldots, -a_n]$ in $\mathbb{R}^{n \times n}$, and $\Theta = [\theta_1, \ldots, \theta_n]$ is $\Theta \in \mathbb{R}^{m \times n}$ with $\theta_i = [w_{i1}, \ldots, w_{im}]^T$, $i = 1, \ldots, n$. $a_i$ and $b_i$ are constants. $w_0$ is the weight connecting the $i$th input to the $j$th neuron where $i = 1, \ldots, n$ and $j = 1, \ldots, m + r$. Additionally, $a_i$ is assumed to be positive such that each state $\dot{x}_i$ is bounded-input bounded-state stable. Throughout the manuscript, we use $x$ to represent the state of actual nonlinear system of Equation (1) and use $\dot{x}$ for the state of the RNN model Equation (5).

Unlike the one-way connectivity between units in feedforward neural networks (FNN), RNNs have signals traveling in both directions by introducing loops in the network. As shown in Figure 1, the states information derived from earlier inputs are fed back into the network, which exhibits a dynamic behavior. Consider the problem of approximating a class of continuous-time nonlinear systems of Equation (1) by an RNN model of Equation 5. Based on the universal approximation theorem for FNNs, it is shown in, for example, References 9 and 20 that the RNN model with sufficient number of neurons is able to approximate any dynamic nonlinear system on compact subsets of the state-space for finite time. The following proposition demonstrates the approximation property of the RNN model:
period in a sample-and-hold fashion with a sufficiently small sampling period. In this section, the RNN learning algorithm is developed to obtain the optimal weight matrix $\Theta^\ast$. Consider the nonlinear system of Equation (1) and the RNN model of Equation (5) with the same initial condition $x(0) = \hat{x}(0) = x_0 \in \Omega_x$. For any $\epsilon > 0$ and $T > 0$, there exists an optimal weight matrix $\Theta^\ast$ such that the state $\hat{x}$ of the RNN model of Equation (5) with $\Theta = \Theta^\ast$ satisfies the following equation:

$$
\sup_{t \in [0, T]} |x(t) - \hat{x}(t)| \leq \epsilon
$$

Remark 1 The RNN model of Equation (5) is developed as a continuous-time network as it is utilized to approximate the input-output behavior of the continuous-time nonlinear system of Equation (1). As discussed in Reference 27, the RNNs have many advantages, for example, the well-defined derivative of the internal state with respect to time. However, it should be noted that the discrete-time RNNs can be equally well applied to model the nonlinear system of Equation (1), where similar learning procedures and stability analysis can also be derived. Additionally, in our work, the RNN model of Equation (5) and the controller are both simulated in a sample-and-hold fashion with a sufficiently small sampling period $\Delta$.

### 3.1 RNN learning algorithm

In this section, the RNN learning algorithm is developed to obtain the optimal weight matrix $\Theta^\ast$, under which the error between the actual state $x(t)$ of the nominal system of Equation (1) (i.e., $w(t) \equiv 0$) and the modeled states $\hat{x}(t)$ of the RNN of Equation (5) is minimized. Although it is demonstrated in Proposition 1 that RNNs can approximate a broad class of nonlinear systems to any degree of accuracy, it is acknowledged that RNN modeling may not be perfect in many cases due to insufficient number of nodes or layers. Therefore, we assume that there exists a modeling error $\nu = F(x,u,0) - F(x,u)$ between the nominal system of Equation (1) and the RNN model of Equation (5) with $\Theta = \Theta^\ast$. As we focus on the system dynamics of Equation (1) in a compact set $\Omega_x$, from which the origin can be rendered exponentially stable using the controller $u = \Phi(x)$, the RNN model is developed to capture the system dynamics for all $x \in \Omega_x$ and $u \in U$. It is noted that the modeling error $\nu(t)$ is bounded (i.e., $|\nu(t)| \leq \nu_m$, for $m > 0$) as $x(t)$ and $u(t)$ are bounded. Additionally, to avoid the weight drift problem (i.e., the weights go to infinity during training), the weight vector $\theta_i$ is bounded by $|\theta_i| \leq \theta_{\text{max}}$, where $\theta_{\text{max}} > 0$. Following the methods in References 10 and 28 the RNN learning algorithm is developed to demonstrate that the state error $|e| = |\hat{x} - x|$ is bounded in the presence of the modeling error $\nu$.

Proposition 26 Consider the nonlinear system of Equation (1) and the RNN model of Equation (5) with the same initial condition $x(0) + \hat{x}(0) = x_0 \in \Omega_x$. For any $\epsilon > 0$ and $T > 0$, there exists an optimal weight matrix $\Theta^\ast$ such that the state $\hat{x}$ of the RNN model of Equation (5) with $\Theta = \Theta^\ast$ satisfies the following equation:

$$
\sup_{t \in [0, T]} |x(t) - \hat{x}(t)| \leq \epsilon
$$

The optimal weight vector $\Theta^\ast$ is defined as follows:

$$
\Theta^\ast = \arg \min_{\Theta \in \mathcal{R}^n} \left\{ \sum_{i=1}^{N_d} [F_i(x_i, u_i, 0) + a_i x_i - \theta^T_i y_{ij}] \right\}
$$

where $N_d$ is the number of data samples used for training. The state error is defined as $e = x - \hat{x} \in \mathcal{R}^n$. Based on Equations (5) and (7), the time-derivative of state error is derived as follows:

$$
\dot{e}_i = \dot{x}_i - \dot{\hat{x}}_i = -a_i e_i + \theta^T_i y - u_i, i = 1, \ldots, n
$$

where $\zeta_i = \theta_i - \theta^\ast_i$ is the error between the current weight vector $\theta_i$ and the unknown optimal weight vector $\theta^\ast_i$, $u_i$ is the modeling error given by $u = F(x,u,0) - A x - \Theta^\ast y$. The weight vector $\theta_i$ is updated during the training process as follows:

$$
\dot{\theta}_i = -\eta_i e_i, i = 1, \ldots, n
$$

where the learning rate $\eta_i$ is a positive definite matrix. Based on the learning law of Equation (10), the following theorem is established to demonstrate that the state error $e$ remains bounded and is constrained by the modeling error $\nu$.

Theorem 1 Consider the RNN model of Equation (5) of which the weights are updated according to Equation (10). Then, the state error $e_i$, and the weight error $\zeta_i$ are bounded, and there exist $\lambda \in \mathcal{R}$ and $\mu > 0$ such that the following inequality holds:

$$
\int_0^t |e(x)|^2 dx \leq \lambda + \mu \int_0^t |\nu| |e(x)|^2 dx
$$

Proof We first define a Lyapunov function $\bar{V} = \frac{1}{2} \sum_{i=1}^{n} (e_i^2 + \mu_i \zeta_i^2)$. Based on Equations (9) and (10) and $\zeta_i = \dot{\theta}_i$, the time-derivative of $\bar{V}$ is derived as follows:

$$
\dot{\bar{V}} = \sum_{i=1}^{n} \left( e_i \dot{e}_i + \eta_i \zeta_i^T \zeta_i \right)
$$

$$
= \sum_{i=1}^{n} (-a_i e_i^2 - e_i \nu_i)
$$

It is noted that in the absence of modeling error (i.e., $\nu_i = 0$), it holds that $\dot{\bar{V}} \leq 0$. Following the proof in Reference 10 it is shown that
the state error \( e_t \) and its time-derivative \( \dot{e}_t \) are bounded for all times. Additionally, as \( \dot{V} \) is bounded from below and \( \ddot{V} \) is uniformly continuous implied by the fact that the second order derivative \( \ddot{V} \) is bounded, it follows that \( \dot{V} \to 0 \) as \( t \to \infty \) according to Barbalat’s lemma.\(^{29}\) This implies that \( e_t \) ultimately converges to zero if there is no modeling error term \(-e_{ij}\) in Equation (12). However, in the presence of modeling error \( e_t \neq 0, \dot{V} \leq 0 \) does not hold for all times. Therefore, based on Equation (12), the following equation is further derived:

\[
\dot{V} = \sum_{i=1}^{n} \left( \frac{a_i}{2} e_i^2 + \frac{1}{2} |\xi|^2 \right) + \left( \frac{1}{2} |\nu|^2 - a_i \xi_t^2 - e_{ij} \right)
\]

\[
\leq -aV + \sum_{i=1}^{n} \left( \frac{1}{2} |\xi|^2 - \left( \frac{a_i}{2} e_i^2 + e_{ij} + \frac{1}{2a_i} \xi_t^2 \right) + \frac{1}{2a_i} \right) \leq -aV + \sum_{i=1}^{n} \left( \frac{1}{2} |\xi|^2 + \frac{1}{2a_i} \right) \quad (13)
\]

where \( a := \min(a_i, 1/\zeta_m) \), \( i = 1, \ldots, n \) and \( \zeta_m \) represents the maximum eigenvalue of \( \eta_i^{-1} \). As the weight vector is bounded by \( |\theta| \leq \theta_m \), it is derived that \( \frac{1}{2} |\xi|^2 \leq 2a_m \), and it follows that \( \dot{V} \leq -aV + \beta \), where \( \beta = \sum_{i=1}^{n} (2a_i + \xi_m^2 / 2a_i) \). Therefore, \( \dot{V} \leq 0 \) holds for all \( V > V_0 = \beta / a \), which implies that \( V \) is bounded. From the definition of \( V \), it is readily shown that \( e_t \) and \( \zeta_t \) are bounded as well. Moreover, based on the fact that \( \dot{V} \leq \sum_{i=1}^{n} \left( -\frac{a_i}{2} e_i^2 + \frac{1}{2a_i} \right) \) derived from Equation (13), we can also derive \( \dot{V}(t) \) as follows:

\[
\dot{V}(t) \leq V(0) + \sum_{i=1}^{n} \left( -\frac{a_i}{2} e_i(\tau)^2 d\tau + \frac{1}{2a_i} \int_{0}^{\tau} \nu(\tau)^2 d\tau \right)
\]

\[
\leq \dot{V}(0) - \frac{a_{\min}}{2} \int_{0}^{\tau} e(\tau)^2 d\tau + \frac{1}{2a_{\min}} \int_{0}^{\tau} \nu(\tau)^2 d\tau
\]

where \( a_{\min} \) is the minimum value of \( a_i \), \( i = 1, \ldots, n \). Let \( \lambda = \frac{a_{\min}}{2} \sup_{\tau \geq 0} (\dot{V}(0) - \dot{V}(\tau)) \) and \( \mu = 1/\sigma_{\min}^2 \). The relationship between \( |e| \) and \( |\nu| \) shown in Equation 11 is derived as follows:

\[
\int_{0}^{\tau} |e(\tau)|^2 d\tau \leq \frac{2}{a_{\min}} (\dot{V}(0) - \dot{V}(\tau)) + \frac{1}{a_{\min}} \int_{0}^{\tau} |\nu(\tau)|^2 d\tau
\]

\[
\leq \lambda + \mu \int_{0}^{\tau} |\nu(\tau)|^2 d\tau
\]

Remark 2 As the weights may drift to infinity in the presence of modeling error, a robust learning algorithm named switching \( \sigma \)-modification approach was proposed in References 9 and 16 to adjust the weight such that the assumption that the weight vector \( \theta_t \) is bounded by \( |\theta| \leq \theta_m \) holds for all times. The switching \( \sigma \)-modification approach was then improved to be continuous in the considered compact set to overcome the problem of existence and uniqueness of solutions. The interested reader may refer to References 9 and 16 for further information.

3.2 | Development of RNN model

In this section, we discuss how to develop an RNN model from scratch for a general class of nonlinear system of Equation (1) within an operating region. Specifically, the development of a neural network model includes the generation of dataset and the training process.

3.2.1 | Data generation

Open-loop simulations are first conducted to generate the dataset that captures the system dynamics for \( x \in \Omega \), and \( u \in U \) as we focus on the system dynamics of Equation (1) in a compact set \( \Omega \) with the constrained input vector \( u \in U \). Given various \( x_0 \in \Omega_{\nu} \), the open-loop simulations of the nominal system of Equation 1 are repeated under various inputs \( u \) to obtain a large number of trajectories for finite time to sweep over all the values that \( u(x) \) can take. However, it is noted that due to the limitation of computational resources, we may have to discretize the targeted region in state-space and the range of inputs with sufficiently small intervals in practice as shown in Figure 2. Subsequently, time-series data from open-loop simulations can be separated into a large number of time-series samples with a shorter period \( \rho_{\text{run}} \), which represents the prediction period of RNNs. Lastly, the dataset is partitioned into training, validation, and testing datasets.

Additionally, it should be noted that we simulate the continuous system of Equation (1) under a sequence of inputs \( u \in U \) in a sample-and-hold fashion (i.e., the inputs are fed into the system of Equation 1 as a piecewise constant function, \( u(t) = u(t_k), \forall t 
\in [t_k, t_{k+1}) \), where \( t_k = t_k + \Delta \) and \( \Delta \) is the sampling period). Then, the nominal system of Equation (1) is integrated via explicit Euler method with a sufficiently small integration time step \( \Delta t < \Delta \).

Remark 3 In this study, we utilize the above data generation method to obtain the dataset consisting of fixed-length, time-series state trajectories within the closed-loop stability region \( \Omega \) for the nonlinear system of Equation (1). There also exist other data generation approaches for data-driven modeling, for example, simulations under pseudo-random binary input signals (PRBS)\(^{30}\) that excite the nonlinearity behavior of system dynamics within the targeted region. However, regarding handling unstable steady-states, finite-length open-loop simulations with various initial conditions \( x_0 \in \Omega \) perform PRBS method in that the state trajectories can be bounded in or stay close to \( \Omega \), within a short period of time, while states may diverge quickly under continuous PRBS inputs.
FIGURE 2 The schematic of discretization of the operating region $\Omega_\rho$ and the generation of training data for RNNs with a prediction period $P_{nn}$ for all initial conditions $x_0 \in \Omega_{\rho}$, where $h_c$ is the time interval between RNN internal states, $\Omega_{\rho}$ is the closed-loop stability region for the actual nonlinear system of Equation (1) and $\Omega^\rho$ is the closed-loop stability region characterized for the obtained RNN model. [Color figure can be viewed at wileyonlinelibrary.com]

3.2.2 | Training process

Next, the RNN model is developed using a state-of-the-art application program interface (API), that is, Keras. The prediction period of RNN, $P_{nn}$, is chosen to be an integer multiple of the sampling period $\Delta$ such that the RNN model $F_{nn}(x,u)$ can be utilized to predict future states for at least one sampling period by taking state measurement $x(t)$ and manipulated inputs $u(t)$ at time $t = t_0$. As shown in Figure 2, within the RNN prediction period $P_{nn}$, the time interval between two consecutive internal states $x_{t-1}$ and $x_t$ for the unfolded RNN shown in Figure 1 is chosen to be the integration time step $h_c$ used in open-loop simulations. Therefore, all the states between $t = 0$ and $t = P_{nn}$ with a step size of $h_c$ are treated as the internal states and can be predicted by the RNN model. Based on the dataset generated from open-loop simulations, the RNN model of Equation (5) is trained to calculate the optimal weight $\theta^*$ of Equation (8) by minimizing the modeling error between $F(x,u,0)$ and $F_{nn}(x,u)$. Furthermore, to guarantee that the RNN model of Equation (5) achieves good performance in a neighborhood around the origin and has the same equilibrium point as the nonlinear system of Equation (1), the modeling error is further required to satisfy $|\nu| \leq |\gamma| \leq \nu_m$ during the training process.

Specifically, when we train an RNN using open-source neural-network libraries, for example, Keras, the optimization problem of minimizing the modeling error $\nu$ is solved using adaptive moment estimation method (i.e., Adam in Keras) with the loss function calculated by the mean squared error or the mean absolute percentage error between predicted states $\hat{x}$ and actual states $x$ from training data. The optimal number of layers and neurons are determined through a grid search. Additionally, to avoid over-fitting of the RNN model, the training process is terminated once the modeling error falls below the desired threshold and the early-stopping condition is satisfied (i.e., the error on the validation set stops decreasing).

Remark 4 In some cases training datasets may consist of noisy data or corrupt data, which could affect the training performance of RNNs in the following manners. On the one hand, noise makes it more challenging for RNNs to fit data points precisely. On the other hand, it is shown in Reference 20 that the addition of noise can also improve generalization performance and robustness of RNNs, and sometimes even lead to faster learning. Therefore, the neural network training with noise remains an important issue that needs further investigation. However, in our work, it should be noted that the open-loop simulations are performed for the nominal system of Equation (1) (i.e., $w(t) \equiv 0$) only. Based on the noise-free dataset, the RNN models are trained to approximate the dynamics of the nominal system of Equation (1) within the closed-loop stability region $\Omega_{\rho}$. Additionally, although the RNN model is derived for the nominal system of Equation (1), it will be shown in Section "Sample-and-hold Implementation of Lyapunov-based Controller" that the obtained RNN models can be applied with model predictive control to stabilize the nonlinear system of Equation (1) in the presence of small bounded disturbances (i.e., $|w| \leq w_m$).

Remark 5 In our study, the operating region considered is chosen as the closed-loop stability region $\Omega_{\rho}$ that is characterized for the first-principles model of Equation (1), in which there exist control actions $u \in U$ that render the steady state of Equation (1) exponentially stable for all $x_0 \in \Omega_{\rho}$. However, in the case that the closed-loop stability region $\Omega_{\rho}$ for the first-principles model of Equation (1) is unknown, the operating region $\Omega_{\rho}$ for collecting data can be initially characterized as a sufficiently large set around the steady state containing all the states that the system might move to. This operating region may be larger than the actual closed-loop stability region $\Omega_{\rho}$ and therefore, it is likely that no control actions $u \in U$ exist to drive the state toward the origin for some initial conditions $x_0$ in this operating region. However, this problem can be overcome through the recharacterization of the closed-loop stability region $\Omega_{\rho}$ after the RNN is obtained. Specifically, based on the dataset generated in this operating region, the RNN model is derived following the training approach in this section, and subsequently, the actual operating region (i.e., the closed-loop stability region $\Omega_{\rho}$ for the RNN model of Equation (5)) will be characterized to ensure that for any $x_0 \in \Omega_{\rho}$, there exist control actions $u \in U$ that render the steady state of the RNN model of Equation (5) exponentially stable. Additionally, as shown in Figure 2, the closed-loop stability region $\Omega_{\rho}$ for the RNN model of Equation (5) is
characterized as a subset of $\Omega_r$ ($\Omega_r$ is a sufficiently large operating region if the first-principles model of Equation (1) is unknown, or represents the closed-loop stability region for the actual nonlinear system of Equation (1) when the first-principles model of Equation (1) is available).

Remark 6 In Figure 2, it is shown that open-loop simulation data is collected for all initial condition $x_0 \in \Omega_r$, yet the closed-loop stability region for the obtained RNN model may be characterized as a conservative region $\Omega_c \subseteq \Omega_r$ due to model mismatch. The detailed characterization method will be given in Section “Lyapunov-based control using RNN models,” and it will be shown that for any initial condition $x_0 \in \Omega_c$, the existence of control actions $u \in U$ that can render the steady state the obtained RNN model of Equation (5) exponentially stable is guaranteed. Furthermore, it will be proven that for any initial conditions $x_0$ in the closed-loop stability region $\Omega_c$, characterized for the RNN model of Equation (5), the steady state of the actual nonlinear system of Equation (1) can also be rendered exponentially stable under $u \in U$ provided that the modeling error $|\nu|$ is sufficiently small.

3.3 Ensemble regression modeling

As a single RNN may not perform perfectly over the entire operating region due to insufficient data and inappropriate ratio between the training dataset and validation dataset, the ensemble learning method, which is a machine learning process that combines multiple learning algorithms to obtain better prediction performance, is utilized to construct homogeneous ensemble regression models based on the RNN learning algorithm and the $k$-fold cross validation discussed in the previous section. Specifically, homogeneous ensemble regression models are derived from the ensemble learning method if a single base learning algorithm is used, while heterogeneous models are produced in the case of multiple learning algorithms. The reasons that ensemble regression models are able to improve the prediction performance are as follows. First, a single RNN model that achieves a desired training accuracy may perform poorly in the region that lacks sufficient training data, while ensemble methods can reduce the risk of relying on a single flawed model by aggregating all candidate models. Second, the RNN learning algorithm is known to be a nonconvex, NP-hard problem that can result in locally optimal solutions. Therefore, by using different starting initial weight matrices, ensemble learning methods might be able to avoid getting trapped in a local minimum and obtain a better set of weights for RNN to accurately predict output sequences. Third, in the case that the single regression model cannot represent the true target function, the ensemble learning methods might be able to provide some good approximation. Therefore, by introducing ensemble learning into the development of an empirical model for the nonlinear system of Equation (1), the performance of ensemble regression models is expected to outperform that of a single RNN model in terms of reduced variability and improved generalization performance.

A rich collection of ensemble-based algorithms, for example, Boosting, Bagging and Stacking, have been developed over the past few years. In our work, the stacking method is used to combine the predictions of multiple regression models developed based on the RNN learning algorithm. It is noted that we do not switch RNN models in the operating region. All the RNN models are developed to approximate the process dynamics for the same operating region. Specifically, following the approach of $k$-fold cross validation, the dataset generated from open-loop simulations is first split into $k$ parts as shown in the dotted box in Figure 3. Then, the RNN model with the general structure shown in Figure 1 is trained using $k$–1 parts as training dataset and the remaining one as validation dataset to predict the nonlinear dynamics of the system of Equation (1). Based on the training dataset, the detailed RNN structure is shown at the bottom of Figure 3. In the input layer, the dimension of input nodes is $m + n$, where $x_i$, $i = 1,...,n$ represents the real-time state measurements and $u_i$, $i = 1,...,m$ represents the manipulated inputs at $t_k$. In the output layer, $y_i$, $i = 1,...,n$ report the estimation of the states after the prediction period $P_{nn}$. The output vector and the internal states can be used as the predicted states in the optimization problem of MPC in the next section. Additionally, two hidden layers are used in the RNN model with the optimal number of neurons determined through a grid search.

As shown in Figure 3, the above training process is repeated to produce multiple RNN models using different $k$–1 sets as training dataset, and therefore, a total of $k$ RNN models are developed based on $k$-fold cross validation. Subsequently, the final predicted states at $t = t_k + P_{nn}$ are calculated by a combiner algorithm that takes all the predictions generated by its constituent RNNs. For the sake of simplicity, in our work, we calculate the average of all prediction results from multiple RNNs as the final prediction results. The open-loop performance of the ensemble measured in terms of the absolute mean error is statistically better than that of a single RNN and the closed-loop performance of the application of ensemble regression models is evaluated in the example in the second article of this series. Additionally, in Figure 3, it is shown that normalizing and rescaling functions are employed before and after the ensemble of $k$ RNN models. Specifically, the input vector, consisting of state measurements $x(t) \in \mathbb{R}^n$ and manipulated inputs $u(t) \in \mathbb{R}^m$ at $t = t_k$, is first normalized using the input statistics of the training dataset and fed into the cross-validated committee of RNNs. Subsequently, the output vector, which is the estimated states at $t = t_k + P_{nn}$, is generated by rescaling the average of the normalized predicted states using the output statistics of the training dataset.

4 | LYAPUNOV-BASED MPC USING ENSEMBLE RNN MODELS

This section presents the formulation of LMPC that incorporates the RNN model to predict future states with a stability analysis of the closed-loop system of Equation (1). Specifically, the stability of
of the nonlinear system of Equation (1) under a Lyapunov-based controller derived from the RNN model of Equation (5) is first developed. Based on that, the RNN model of Equation (5) is incorporated into the design of LMPC under sample-and-hold implementation of control actions to drive the closed-loop state to a small neighborhood around the origin.

### 4.1 Lyapunov-based control using RNN models

A stabilizing feedback controller \( u = \Phi_{m}(x) \in U \) that can render the origin of the RNN model of Equation (5) exponentially stable in an open neighborhood \( \hat{D} \) around the origin is assumed to exist for the RNN model of Equation (5) in the sense that there exists a control Lyapunov function \( \hat{V}(x) \) such that the following inequalities hold for all \( x \) in \( \hat{D} \):

\[
\begin{align}
\dot{\hat{V}}(x) &\leq -c_1|x|^2, \\
\frac{\partial \hat{V}(x)}{\partial x} F_m(x, \Phi_{m}(x)) &\leq -c_2|x|^2, \\
\left| \frac{\partial \hat{V}(x)}{\partial x} \right| &\leq c_4|x|
\end{align}
\]

where \( c_1, c_2, c_3, c_4 \) are positive constants, and \( F_m(x, u) \) represents the RNN model of Equation (5). Similar to the characterization method of the closed-loop stability region \( \Omega_x \) for the nonlinear system of Equation (1), we first search the entire state space to characterize a set of states \( \hat{\phi}_0 \) where the following inequality holds: \( \hat{V}(x) = \frac{\partial \hat{V}(x)}{\partial x} F_m(x, u) < -k\hat{V}(x), \ u = \Phi_{m}(x) \in U, \ k > 0 \). Starting from \( \hat{\phi}_0 \), the origin of the RNN model of Equation (5) can be rendered exponentially stable under the controller \( u = \Phi_{m}(x) \in U \). The closed-loop stability region

**FIGURE 4** A schematic representing the set \( \hat{\phi}_0 \), the closed-loop stability region \( \Omega_x \), and the sets \( \Omega_{\text{nn}}, \Omega_{\text{nn}}, \Omega_{\text{nn}} \) (going from outside to inside). Under the LMPC of Equation (36), the closed-loop state is driven toward the origin and ultimately bounded in \( \Omega_{\text{min}} \) for any \( x_0 \in \Omega_x \). [Color figure can be viewed at wileyonlinelibrary.com]
for the RNN model of Equation (5) is defined as a level set of
Lyapunov function inside \( \phi \): \( \Omega := \{ x \in \phi \mid V(x) \leq \rho \} \), where \( \rho > 0 \). It is noted that the above assumption of Equation (16) is the same as the
assumption of Equation (2) for the general class of nonlinear systems of
Equation (1) as the RNN model of Equation (5) can be written in
the form of Equation (1) (i.e., \( \dot{x} = f(x) + g(x)u \), where \( f(\cdot) \) and \( g(\cdot) \) are obtained from coefficient matrices \( A \) and \( \Theta \) in Equation (5)). The
assumptions of Equations 2 and 16 are essentially the stabilizability
requirements of the first-principles model of Equation (1) and the
RNN model of Equation (5), respectively.

It is noted that \( \Omega_p \subseteq \Omega_p \) as the dataset for developing the RNN
model of Equation (5) is generated from open-loop simulations for
\( x \in \Omega_p \) and \( u \in U \). Additionally, there exist positive constants \( M_{\text{nn}} \) and
\( L_{\text{nn}} \) such that the following inequalities hold for all \( x, x' \in \Omega_p \) and \( u \in U \):

\[
|F_{\text{nn}}(x,u)| \leq M_{\text{nn}} \tag{17a}
\]

\[
\left| \frac{\partial V(x)}{\partial x} F_{\text{nn}}(x,u) - \frac{\partial V(x')}{\partial x} F_{\text{nn}}(x',u) \right| \leq L_{\text{nn}} |x-x'| \tag{17b}
\]

Due to the model mismatch between the nominal system of
Equation (1) and the RNN model of Equation (5), the following proposition is
developed to demonstrate that the feedback controller \( u = \Phi_{\text{nn}}(x) \in U \) is able to stabilize the nominal system of Equation (1) if the modeling
error is sufficiently small.

**Proposition 2** Under the assumption that the origin of the closed-loop RNN
system of Equation (5) is rendered exponentially stable under the
controller \( u = \Phi_{\text{nn}}(x) \in U \) for all \( x \in \Omega_p \) if there exists a positive real number \( \gamma < \zeta_3/\zeta_4 \) that
contrasts the modeling error \( |\gamma| = |F(x,u,0) - F_{\text{nn}}(x,u)| \leq \gamma |x| \) for all \( x \in \Omega_p \) and \( u \in U \), then the origin of the nominal closed-loop system of
Equation (1) under \( u = \Phi_{\text{nn}}(x) \in U \) is also exponentially stable for all \( x \in \Omega_p \).

**Proof** To demonstrate that the origin of the nominal system of
Equation (1) can be rendered exponentially stable \( \forall x \in \Omega_p \) under the
controller for the RNN model of Equation (5), we prove that \( \dot{V} \) for the
nominal system of Equation (1) can still be rendered negative under
\( u = \Phi_{\text{nn}}(x) \in U \). Based on Equation (16b) and (16c), the time-derivative of \( V \) is derived as follows:

\[
\dot{V} = \nabla V(x)' F(x,\Phi_{\text{nn}}(x),0) = \frac{\partial V(x)}{\partial x} (F_{\text{nn}}(x,\Phi_{\text{nn}}(x)) + F(x,\Phi_{\text{nn}}(x),0) - F_{\text{nn}}(x,\Phi_{\text{nn}}(x))) \leq -\zeta_3 |x|^2 + \zeta_4 |x| |F(x,\Phi_{\text{nn}}(x),0) - F_{\text{nn}}(x,\Phi_{\text{nn}}(x))| \leq -\zeta_3 |x|^2 + \zeta_4 |x|^2 \tag{18}
\]

If \( \gamma \) is chosen to satisfy \( \gamma < \zeta_3/\zeta_4 \), then it holds that \( \dot{V} \leq -\zeta_3 |x|^2 \leq 0 \)
where \( \zeta_3 = -\zeta_3 + \zeta_4 > 0 \). Therefore, the closed-loop state of the nominal
system of Equation (1) converges to the origin under \( u = \Phi_{\text{nn}}(x) \in U \) for all \( x_0 \in \Omega_p \).

**Remark 7** It should be noted that the RNN model of Equation (5) that is
trained on the dataset within the operating region \( \Omega_p \) may not be
stabilizable at the origin for all \( x \in \Omega_p \) due to model
mismatch. Therefore, in this section, a new closed-loop stability region \( \Omega_p \) is characterized for the RNN model of Equation (5) using the controller
\( \Phi_{\text{nn}}(x) \) in the form of Equation (3). Subsequently, it is shown in Proposition 2 that the controller \( \Phi_{\text{nn}}(x) \) also stabilizes the actual nonlinear system of
Equation (1) at the origin for all \( x \in \Omega_p \) provided that the modeling
error is sufficiently small (i.e., \( |u| \leq \gamma |x| < \zeta_3 |x|/\zeta_4 \)). As the closed-loop
stability region \( \Omega_p \) for the RNN model of Equation (5) guarantees the
asymptotic stability of the origin for the nonlinear system of
Equation (1) under \( u = \Phi_{\text{nn}}(x) \in U, \Omega_p \) will be taken as the new operating
region for the operation of model predictive control in the following
sections.

4.2 Sample-and-hold implementation of Lyapunov-based
controller

As the RNN model of Equation (5) will be incorporated in
Lyapunov-based MPC design, for which the control actions are
implemented in sample-and-hold, in this section, we first derive the
following propositions demonstrating the sample-and-hold
properties of the Lyapunov-based controller \( u = \Phi_{\text{nn}}(x) \) in the presence of
bounded disturbances (i.e., \( |w(t)| \leq w_m \)). Specifically, the next proposition demonstrates that there exists an upper bound for the error between the state of the actual process of Equation (1) in the presence of bounded disturbances (i.e., \( |w(t)| \leq w_m \)) and the state predicted by the RNN model of Equation (5).

**Proposition 3** Consider the nonlinear system \( \dot{x} = F(x,u,w) \) of Equation (1)
in the presence of bounded disturbances \( |w(t)| \leq w_m \) and the RNN model
\( \dot{x} = F_{\text{nn}}(x,u) \) of Equation (5) with the same initial condition \( x_0 = \hat{x}_0 \in \Omega_p \).
There exists a class \( K \) function \( f(\cdot) \) and a positive constant \( k \) such that the following inequalities hold \( \forall x, \hat{x} \in \Omega_p \) and \( w(t) \in W \):

\[
|\dot{x}(t) - \hat{x}(t)| \leq f_w(t) = \frac{L_w w_m + L_{\text{nn}} \gamma (e^{w_m - 1})}{L_x} \tag{19a}
\]

\[
V(x) - V(\hat{x}) \leq \frac{e^{-\gamma t}}{\gamma} |x - \hat{x}| + e^{-\gamma t} |x - \hat{x}|^2 \tag{19b}
\]

**Proof** Let \( e(t) = x(t) - \hat{x}(t) \) denote the error vector between the solutions of the system \( \dot{x} = F(x,u,w) \) and the RNN model \( \dot{x} = F_{\text{nn}}(x,u) \). The time-derivative of \( e(t) \) is obtained as follows:

\[
|\dot{e}| = |F(x,u,w) - F_{\text{nn}}(x,u)| \leq |F(x,u,w) - F(x,u,0)| + |F(x,u,0) - F_{\text{nn}}(x,u)| \leq L_w |x(t) - \hat{x}(t)| + L_w |w(t)| \tag{20}
\]

Following Equation (4b), for all \( \forall x, \hat{x} \in \Omega_p \) and \( w(t) \in W \), it is obtained that

\[
|F(x,u,w) - F(x,u,0)| \leq L_w |x(t) - \hat{x}(t)| + L_w |w(t)| \leq L_w |x(t)| + L_w w_m \tag{21}
\]
Additionally, the second term $|F(\tilde{x}, u, 0) - F_w(\tilde{x}, u)|$ in Equation (20) represents the modeling error, which is bounded by $|\epsilon| \leq \epsilon_{\text{m}}$ for all $\tilde{x} \in \Omega_j$. Therefore, based on Equation (21) and the fact that $|F(\tilde{x}, u, 0) - F_w(\tilde{x}, u)| \leq \epsilon_{\text{m}}$, $\delta(t)$ is bounded as follows:

$$\|\delta(t)\| \leq L_\delta \|x(t) - \tilde{x}(t)\| + L_w \|w_m\| + \epsilon_{\text{m}}$$

Therefore, given the zero initial condition (i.e., $e(0) = 0$), the upper bound for the norm of the error vector is derived for all $x(t), \tilde{x}(t) \in \Omega_j$ and $|w(t)| \leq w_m$ as follows:

$$|e(t)| = |x(t) - \tilde{x}(t)| \leq \frac{L_\delta w_m + \epsilon_{\text{m}}}{L_\delta}(e_0 - 1) + \delta(t)$$

(23)

Subsequently, $\forall x, \tilde{x} \in \Omega_j$, Equation (19b) is derived based on the Taylor series expansion of $\dot{V}(x)$ around $\tilde{x}$ as follows:

$$\dot{V}(x) \leq \dot{V}(\tilde{x}) + \frac{\partial \dot{V}(\tilde{x})}{\partial x} \|x - \tilde{x}\|^2 + \epsilon_s \|x - \tilde{x}\|^2$$

(24)

where $\epsilon_s$ is a positive real number. Using Equations (16a) and (16c), it follows that

$$\dot{V}(x) \leq \dot{V}(\tilde{x}) + \frac{\epsilon_s \sqrt{\rho_1^2 + \rho_2^2}}{\sqrt{c_1}} \|x - \tilde{x}\|^2$$

(25)

This completes the proof of Proposition 3.

Proposition 4 Consider the system of Equation (1) under the controller $u = \Phi_m(\tilde{x}) \in U$ that is designed to stabilize the RNN system of Equation (5) and meets the conditions of Equation (16). The controller is implemented in a sample-and-hold fashion, that is, $u(t) = \Phi_m(\tilde{x}(t))$, $\forall t \in [t_k, t_{k+1}^+)$, where $t_{k+1} := t_k + \Delta$. Let $\epsilon_w > 0$, $\Delta > 0$ and $\rho > \rho_{\text{m}} > \rho_{\text{m}} > \rho_{\text{s}}$ satisfy

$$-\frac{c_3}{c_2} \rho_1 + L_w M_{\text{nn}} \Delta \leq -\epsilon_w$$

(26a)

$$-\frac{c_3}{c_2} \rho_1 + L_\delta \epsilon_{\text{m}} M_{\text{nn}} \Delta \leq -\epsilon_{\text{m}}$$

(26b)

and

$$\rho_{\text{m}} = \max \left\{ \dot{V}(\tilde{x}(t + \Delta)) | x(t) \in \Omega_j, u \in U \right\}$$

(27a)

$$\rho_{\text{m}} \geq \rho_{\text{m}} + \frac{\epsilon_s \sqrt{\rho_1^2 + \rho_2^2}}{\sqrt{c_1}}$$

(27b)

Then, for any $x(t_k) \in \Omega_j \backslash \Omega_{\text{nn}}$, the following inequality holds:

$$\dot{V}(x(t)) \leq \dot{V}(\tilde{x}(t_k)), \forall t \in [t_k, t_{k+1})$$

(28)

and the state $x(t)$ of the nonlinear system of Equation (1) is bounded in $\Omega_j$ for all times and ultimately bounded in $\Omega_{\text{nn}}$.

Proof Part 1: Assuming $x(t_k) = \tilde{x}(t_k) \in \Omega_j \backslash \Omega_{\text{nn}}$, we first prove that the value of $V(\tilde{x})$ is decreasing under the controller $u(t) = \Phi_m(\tilde{x}(t)) \in U$ for $t \in [t_k, t_{k+1})$, where $x(t)$ and $\tilde{x}(t)$ denote the solutions of the nonlinear system of Equation (1) in the presence of bounded disturbances and the RNN system of Equation (5), respectively. The time-derivative of the $\dot{V}(\tilde{x})$ along the trajectory $\tilde{x}(t)$ of the RNN model of Equation (5) in $t \in [t_k, t_{k+1})$ is obtained as follows:

$$\dot{V}(\tilde{x}(t)) = \frac{\partial \dot{V}(\tilde{x}(t))}{\partial x} F_w(x(t), \Phi_m(\tilde{x}(t)))$$

$$+ \frac{\partial \dot{V}(\tilde{x}(t))}{\partial x} F_m(x(t), \Phi_m(\tilde{x}(t)), \Phi_m(\tilde{x}(t)))$$

(29)

Using Equations (16a) and (16b), the following inequality is obtained:

$$\dot{V}(\tilde{x}(t)) \leq -\frac{c_3}{c_2} \rho_1 + \frac{\epsilon_s \sqrt{\rho_1^2 + \rho_2^2}}{\sqrt{c_1}} \|x(t) - \tilde{x}(t)\| + \epsilon_s \|x(t) - \tilde{x}(t)\|^2$$

(30)

Based on the Lipschitz condition of Equation (17) and the fact that $\tilde{x} \in \Omega_j$, $u \in U$, the upper bound of $\dot{V}(\tilde{x}(t))$ is derived $\forall t \in [t_k, t_{k+1})$:

$$\dot{V}(\tilde{x}(t)) \leq -\frac{c_3}{c_2} \rho_1 + L_w \|x(t) - \tilde{x}(t)\|$$

(31)

$$\leq -\frac{c_3}{c_2} \rho_1 + L_w M_{\text{nn}} \Delta$$

Therefore, if Equation (26a) is satisfied, the following inequality holds $\forall x(t_k) \in \Omega_j \backslash \Omega_{\text{nn}}$ and $t \in [t_k, t_{k+1})$:

$$\dot{V}(\tilde{x}(t)) \leq -\epsilon_s$$

(32)

By integrating the above equation over $t \in [t_k, t_{k+1})$, it is obtained that $\dot{V}(\tilde{x}(t_k + \Delta)) \leq \dot{V}(\tilde{x}(t_k)) - \epsilon_s \Delta$. So far we have proved that for all $x(t_k) \in \Omega_j \backslash \Omega_{\text{nn}}$, the state of the closed-loop RNN system of Equation (5) is bounded in the closed-loop stability region $\Omega_j$ for all times and moves toward the origin under $u = \Phi_m(\tilde{x}) \in U$ implemented in a sample-and-hold fashion.

However, Equation (32) may not hold when $x(t_k) = \tilde{x}(t_k) \in \Omega_{\text{nn}}$, which implies that the state may leave $\Omega_{\text{nn}}$ within one sampling period. Therefore, according to Equation (27a), $\Omega_{\text{nn}}$ is designed to ensure that the closed-loop state $\tilde{x}(t)$ of the RNN model does not leave $\Omega_{\text{nn}}$ for all $t \in [t_k, t_{k+1})$, $u \in U$ and $x(t_k) \in \Omega_{\text{nn}}$ within one sampling period. If the state $\tilde{x}(t_k + \Delta)$ leaves $\Omega_{\text{nn}}$, the controller $u = \Phi_m(\tilde{x}(t_k + \Delta))$ will drive the state toward $\Omega_{\text{nn}}$ over the next sampling period as Equation (32) is
satisfied again at $t = t_{n+1}$. Therefore, the convergence of the state to $\Omega_{\rho_{\text{nn}}}$ for the closed-loop RNN system of Equation (5) is proved for all $\bar{x}_0 \in \Omega_{\rho}$. It remains to show that the closed-loop state of the actual nonlinear system of Equation (1) can be bounded in $\Omega_{\rho}$ for all times and ultimately bounded in a small neighborhood around the origin under the sample-and-hold implementation of the controller $u = \phi_{\text{nn}}(\bar{x}) \in U$.

Part 2: Following the analysis performed for the RNN system of Equation (5), we first assume $x(t_k) = \bar{x}(t_k) \in \Omega_{\rho}\backslash \Omega_{\rho_{\text{nn}}}$ and derive the time-derivative of $\hat{V}(x)$ for the nonlinear system of Equation (1) (i.e., $\dot{x} = F(x, u, w)$) in the presence of bounded disturbances (i.e., $|w| \leq w_{\text{max}}$) as follows:

$$
\dot{\hat{V}}(x(t)) = \frac{d\hat{V}(x(t))}{dt} F(x(t), \phi_{\text{nn}}(x(t)), w) \\
= \frac{d\hat{V}(x(t))}{dx} F(x(t), \phi_{\text{nn}}(x(t)), 0) + \frac{d\hat{V}(x(t))}{dx} F(x(t), \phi_{\text{nn}}(x(t)), w) \\
- \frac{d\hat{V}(x(t))}{dx} F(x(t), \phi_{\text{nn}}(x(t)), 0)
$$

From Equation (18), $\frac{d\hat{V}(x(t))}{dx} F(x(t), \phi_{\text{nn}}(x(t)), 0) \leq -c_2 |x(t)|^2$ holds for all $x \in \Omega_{\rho}\backslash \Omega_{\rho_{\text{nn}}}$. Based on Equation (2a) and the Lipschitz condition in Equation (4), the following inequality is obtained for $\hat{V}(x(t))$ for all $t \in [t_n, t_{n+1}]$ and $x(t_k) \in \Omega_{\rho}\backslash \Omega_{\rho_{\text{nn}}}$:

$$
\dot{\hat{V}}(x(t)) \leq -c_2 \rho_{\text{nn}} + \frac{d\hat{V}(x(t))}{dx} F(x(t), \phi_{\text{nn}}(x(t)), w) - \frac{d\hat{V}(x(t))}{dx} F(x(t), \phi_{\text{nn}}(x(t)), 0) \\
\leq -c_2 \rho_{\text{nn}} + L_{\text{uu}} |x(t) - x(t_k)| |x(t)| + L_{\text{ww}} |w| \\
\leq -c_2 \rho_{\text{nn}} + L_{\text{uu}} M \Delta + L_{\text{ww}} w_{\text{max}}
$$

Therefore, if Equation (26b) is satisfied, the following inequality holds $\forall x(t_k) \in \Omega_{\rho}\backslash \Omega_{\rho_{\text{nn}}}$ and $t \in [t_n, t_{n+1}]$:

$$
\dot{\hat{V}}(x(t)) \leq -\epsilon_w
$$

From Equation (35), it is readily shown that Equation (28) holds and the state of the closed-loop system of Equation (1) is maintained in $\Omega_{\rho}$ for all times. Also, it follows that the controller $u = \phi_{\text{nn}}(\bar{x})$ is still able to drive the state of the actual nonlinear system of Equation (1) toward the origin in every sampling period. Additionally, if $x(t_k) \in \Omega_{\rho_{\text{nn}}}$, it is shown in Part 1 that the state of the RNN model of Equation (5) is maintained in $\Omega_{\rho_{\text{nn}}}$ within one sampling period. Considering the bounded error between the state of the RNN of Equation (5) model and the state of the nonlinear system of Equation (1) given by Equation (19a), there exists a compact set $\Omega_{\text{nn}} \supset \Omega_{\rho_{\text{nn}}}$ that satisfies Equation (27b) such that the state of the actual nonlinear system of Equation (1) does not leave $\Omega_{\rho_{\text{nn}}}$ during one sampling period if the state of the RNN model of Equation (5) is bounded in $\Omega_{\rho_{\text{nn}}}$. If the state $x(t)$ enters $\Omega_{\rho_{\text{nn}}} \backslash \Omega_{\rho_{\text{nn}}}$, we have shown that Equation (35) holds, and thus, the state will be driven toward the origin again under $u = \phi_{\text{nn}}(\bar{x})$ during the next sampling period. This completes the proof of Proposition 4 by showing that for any $x_0 = \bar{x}_0 \in \Omega_{\rho_{\text{nn}}}$, the closed-loop state trajectories of the nonlinear system of Equation (1) are maintained in $\Omega_{\rho}$, and ultimately bounded in $\Omega_{\rho_{\text{nn}}}$, provided that the assumptions of Proposition 4 are met.

### 4.3 Lyapunov-based MPC using RNN models

The Lyapunov-based model predictive control design is given by the following optimization problem:

$$
J = \min_{u \in \mathcal{U}} \int_{t_k}^{t_{k+1}} L(\bar{x}(t), u(t)) dt
$$

s.t. $\dot{\bar{x}}(t) = F(\bar{x}(t), u(t))$

$$
\forall t \in [t_k, t_{k+1}], \forall \bar{x}(t_k) \in \Omega_{\rho}\backslash \Omega_{\rho_{\text{nn}}}
$$

$$
\forall \bar{x}(t) \in \Omega_{\rho_{\text{nn}}}, \forall t \in [t_k, t_{k+1}], \forall \bar{x}(t_k) \in \Omega_{\rho_{\text{nn}}},
$$

where $\bar{x}$ is the predicted state trajectory, $S(\Delta)$ is the set of piecewise constant functions with period $\Delta$, and $N$ is the number of sampling periods in the prediction horizon. $\dot{\bar{x}}(x, u)$ is used to represent $\frac{d\hat{V}(x(t))}{dx} F_{\text{nn}}(x, u))$. The optimal input trajectory computed by the LMPC is denoted by $u^*(t)$, which is calculated over the entire prediction horizon $t \in [t_k, t_{k+1}]$. The control action computed for the first sampling period of the prediction horizon $u^*(t_k)$ is sent by the LMPC to be applied over the first sampling period and the LMPC is resolved at the next sampling time.

In the optimization problem of Equation (36), the objective function of Equation 36a is the integral of $L(\bar{x}(t), u(t))$ over the prediction horizon. The constraint of Equation (36b) is the RNN model of Equation (5) that is used to predict the states of the closed-loop system. Equation (36c) defines the input constraints applied over the entire prediction horizon. Equation (36d) defines the initial condition $\bar{x}(t_k)$ of Equation (36b), which is the state measurement at $t = t_k$. The constraint of Equation (36e) forces the closed-loop state to move toward the origin if $x(t_k) \in \Omega_{\rho}\backslash \Omega_{\rho_{\text{nn}}}$. However, if $x(t_k) \in \Omega_{\rho_{\text{nn}}}$, the states predicted by the RNN model of Equation (36b) will be maintained in $\Omega_{\rho_{\text{nn}}}$ for the entire prediction horizon. A schematic of the stability region and a closed-loop state trajectory under LMPC is shown in Figure 4.

Based on the LMPC of Equation (36), the following theorem is established to demonstrate that the LMPC optimization problem can be solved with recursive feasibility, and closed-loop stability of the nonlinear system of Equation (1) is guaranteed under the sample-and-hold implementation of the optimal control actions calculated by LMPC.
Theorem 2 Consider the closed-loop system of Equation (1) under the LMPC of Equation (36) based on the controller \( \Phi_{nn}(x) \) that satisfies Equation (16). Let \( \Delta > 0 \), \( \epsilon_s > 0 \) and \( \rho > \rho_{\text{min}} > \rho_{\text{max}} > \rho_s \) satisfy Equation (26) and (27). Then, given any initial state \( x_0 \in \Omega_{\rho^s} \), if the conditions of Propositions 3 and 4 are satisfied, there always exists a feasible solution for the optimization problem of Equation (36). Additionally, it is guaranteed that under the LMPC of Equation (36), \( x(t) \in \Omega_{\rho_{\text{max}}} \), \( \forall t \geq 0 \), and \( x(t) \) ultimately converges to \( \Omega_{\rho_{\text{min}}} \) for the closed-loop system of Equation (1).

Proof We first prove that the optimization problem of Equation (36) is recursively feasible for all \( x \in \Omega_{\rho} \). Specifically, if \( x(t_k) \in \Omega_{\rho} \setminus \Omega_{\rho_{\text{min}}} \) at \( t = t_k \), the control action \( u(t) = \Phi_{nn}(x(t_k)) \) in Equation (36c) and the Lyapunov-based constraint of Equation (36e) as it is shown in Proposition 4 that the states predicted by the RNN model of Equation (36b) remain inside \( \Omega_{\rho_{\text{min}}} \) under the controller \( \Phi_{nn}(x) \). Therefore, for all \( x_0 \in \Omega_{\rho} \), the LMPC optimization problem of Equation (36) can be solved with recursive feasibility if \( x(t) \in \Omega_{\rho} \) for all times.

Next, we prove that given any \( x_0 \in \Omega_{\rho} \), the state of the closed-loop system of Equation (1) is bounded in \( \Omega_{\rho} \) for all times and ultimately converges to a small neighborhood around the origin \( \Omega_{\rho_{\text{min}}} \) defined by Equation (27b) under the LMPC of Equation (36). Consider \( x(t_k) \in \Omega_{\rho} \setminus \Omega_{\rho_{\text{min}}} \) at \( t = t_k \). The constraint of Equation (36e) is activated such that the control action \( u \) is calculated to decrease the value of \( V(x) \) based on the states predicted by the RNN model of Equation (36b) over the next sampling period. Additionally, it is shown in Equation (35) that if the constraint of Equation (36e) is satisfied, \( V(x) \leq \epsilon_w \) holds for \( t \in [t_k, t_{k+1}] \) after the control action \( u(t_k) \) is applied to the nonlinear system of Equation (1). Therefore, the value of \( V(x) \) based on the state of the actual nonlinear system of Equation (1) decreases within the next sampling period, which implies that the closed-loop state can be driven into \( \Omega_{\rho_{\text{min}}} \) within finite sampling steps. After the state enters \( \Omega_{\rho_{\text{min}}} \), the constraint of Equation (36f) is activated to maintain the predicted states of the RNN model of Equation (36b) in \( \Omega_{\rho_{\text{min}}} \) over the entire prediction horizon. As there exists mismatch between the RNN system of Equation (36b) and the nonlinear system of Equation (1), the state of the nonlinear system of Equation (1) may leave \( \Omega_{\rho_{\text{min}}} \) under the constraint of Equation (36f). However, if we characterize a region \( \Omega_{\rho_{\text{min}}} \) that satisfies Equation (27b), it is shown in Proposition 4 that the state \( x(t) \) of the nonlinear system of Equation (1), \( \forall t \in [t_k, t_{k+1}] \), is guaranteed to be bounded in \( \Omega_{\rho_{\text{min}}} \) if the predicted state by the RNN model of Equation (36b) remains in \( \Omega_{\rho_{\text{min}}} \). Therefore, at the next sampling step \( t = t_{k+1} \), if the state \( x(t_{k+1}) \) is still bounded in \( \Omega_{\rho_{\text{min}}} \), the constraint of Equation (36f) maintains the predicted state \( x \) of the RNN model of Equation (36b) in \( \Omega_{\rho_{\text{min}}} \) such that the actual state \( x \) of the nonlinear system of Equation (1) stays inside \( \Omega_{\rho_{\text{min}}} \). However, if \( x(t_{k+1}) \in \Omega_{\rho_{\text{min}}} \setminus \Omega_{\rho_{\text{max}}} \), following the proof we have shown for the case that \( x(t_k) \in \Omega_{\rho_{\text{min}}} \setminus \Omega_{\rho_{\text{max}}} \), the constraint of Equation (36e) will be activated instead to drive it toward the origin. This completes the proof of boundedness of the states of the closed-loop system of Equation (1) in \( \Omega_{\rho} \) and convergence to \( \Omega_{\rho_{\text{min}}} \) for any \( x_0 \in \Omega_{\rho} \).

Remark 8 Theorem 2 shows that closed-loop stability of the nonlinear system of Equation (1) is achieved under the LMPC of Equation (36) that is designed based on the RNN model of Equation (5) and RNN-based constraints. It is noted that the closed-loop state of the nonlinear system of Equation (1) can be driven to a small neighborhood around the origin because the constraints of the LMPC of Equation (36) guarantee the decrease of \( \dot{V} \) in each sampling period accounting for the effect of model mismatch including the modeling error \( \nu \) between the system of Equation (1) and the RNN model of Equation (5), the sample-and-hold implementation of control actions, and the bounded disturbances \( w(t) \) in Equation (1). In other words, closed-loop stability can be maintained under the LMPC of Equation (36) if the modeling error \( \nu \), the sampling period \( \Delta \) and the bound of disturbances \( w \) are sufficiently small such that Propositions 3 and 4 are satisfied.

Remark 9 The performance of the closed-loop system of Equation (1) under the LMPC of Equation (36) depends heavily on the accuracy of the RNN model. Specifically, as the closed-loop stability region \( \Omega_{\rho} \) is characterized under the RNN model of Equation (5), a well-fitting RNN model leads to a large operating region. Ideally, if the RNN model of Equation (5) fits the system of Equation (1) perfectly, the closed-loop stability region \( \Omega_{\rho} \) for the RNN model of Equation (5) remains the same as \( \Omega_{\rho} \) for the actual nonlinear process of Equation (1). Additionally, the small neighborhood around the origin \( \Omega_{\rho_{\text{min}}} \) that the state of the closed-loop system of Equation (1) ultimately converges to is also characterized accounting for the modeling error between the RNN model of Equation (5) and the nonlinear process of Equation (1). Therefore, the state of the nonlinear process of Equation (1) will be bounded in a small region closer to the origin provided that a reliable RNN model is obtained. Moreover, the speed of convergence of the LMPC optimization problem can be affected by the performance of the RNN model. Specifically, the optimization problem of LMPC of Equation (36) is solved by calculating the optimal solution \( u(t) \) that satisfies the constraints of Equation (36e)–(36f) and minimizes the objective function of Equation (36a) simultaneously. However, in the case that the RNN model of Equation (5) is not accurate enough, it is possible that the LMPC optimization problem oscillates back and forth and becomes time-consuming due to the opposite gradient descent directions driven by the constraints and the objective function.

4.4 | LMPC using an ensemble of RNN models

As the RNN model accuracy plays an important role in the optimization problem of LMPC of Equation (36), ensemble regression models...
introduced in previous section are employed to improve the performance of the closed-loop system of Equation (1) under LMPC. Based on the formulation of LMPC given by Equation (36), the LMPC that incorporates ensemble regression models is developed as follows:

\[ J = \min_{u(t) \in \mathcal{S}(\mathcal{A})} \int_{t_0}^{t_{k+N}} L(\mathbf{x}(t), u(t)) \, dt \quad (37a) \]

subject to:

\[ \dot{\mathbf{x}}(t) = \frac{1}{N_e} \sum_{j=1}^{N_e} F_{mn}(\mathbf{x}(t), u(t)) \quad (37b) \]

\[ u(t) \in \mathcal{U}, \forall t \in [t_k, t_{k+N}] \quad (37c) \]

\[ \mathbf{x}(t_k) = \mathbf{x}(t) \quad (37d) \]

\[ V(x(t_k), u) \leq V(x(t_k), \Phi_{nn}(x(t_k))), \text{if } x(t_k) \in \mathcal{O}_x \setminus \mathcal{O}_{\rho nn} \quad (37e) \]

\[ \dot{V}(x(t)), u) + \rho_{nn}, \forall t \in [t_k, t_{k+N}], \text{if } x(t_k) \in \mathcal{O}_{\rho nn} \quad (37f) \]

where the notation follows that in Equation (36) and \( N_e \) is the number of regression models used for prediction. \( N_e \) is the number of all available RNN models, and can be determined off-line through trial-and-error to account for computational efficiency. It is shown in Equation (37b) that the states \( \mathbf{x}(t), t \in [t_k, t_{k+N}] \) are now predicted by taking the average of RNN models \( F_{mn}^j, j = 1,...,N_e \) as the objective function of Equation (37a) and the Lyapunov-based constraints of Equation (37e-37f) are computed based on predicted states from Equation (37b), the application of ensemble regression models in Equation (37b) significantly improves the solution of the optimization problem and thus leads to a better closed-loop performance. Additionally, it is readily shown that closed-loop stability established in Theorem 2 is still guaranteed for the LMPC of Equation (37) because each regression model \( F_{mn}^j, j = 1,...,N_e \) is trained to satisfy all the conditions and assumptions in Theorem 2.

The LMPC based on ensemble regression models is implemented in the same way as the LMPC of Equation (36), that is, the optimal input trajectory \( u^*(t) \) is calculated over the entire prediction horizon \( t \in [t_k, t_{k+N}] \) but only the first control action \( u^*(t_k) \) is applied to the system of Equation (1) over the first sampling period. However, as the optimization problem of the LMPC of Equation (37) is now based on prediction results from multiple RNN models, the computation time for training multiple RNN models and solving the LMPC of Equation (37) both increase as the number of RNN models being used increases, which suggests the further investigation on computational efficiency for the real-time implementation of LMPC using an ensemble regression models.

### 5 CONCLUSION

In this work, we developed a Lyapunov-based model predictive controller for nonlinear systems that uses an ensemble of recurrent neural network models to predict the process dynamics. Specifically, an RNN model was first trained using extensive open-loop simulation data to capture process dynamics in a certain operating region such that the modeling error between the recurrent neural network model and the actual nonlinear process model was sufficiently small. Then, the well-fitting RNN model was incorporated in the formulation of LMPC to predict process dynamics. The stability analysis of the closed-loop system under the LMPC using RNN models established the boundedness of closed-loop state in the stability region and ultimate convergence to a small neighborhood around the origin. Additionally, to further improve prediction accuracy of the RNN model, ensemble regression models were utilized in LMPC and parallel computing was introduced to reduce computation time.
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