Post cyber-attack state reconstruction for nonlinear processes using machine learning
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\textbf{Abstract}

This work proposes state-reconstruction strategies to effectively regain and/or maintain controllability of the system following the detection of cyber-attacks on sensor measurements. Working with a general class of nonlinear systems, of which the sensor measurements may be subject to cyber-attacks, robust control frameworks have been previously proposed to maintain the stability of the process in the presence of cyber-attacks. Moreover, machine-learning-based detection mechanisms could be employed to effectively detect the presence of and distinguish the particular types of cyber-attacks. This work further explores recuperation measures to be taken after the detection of cyber-attacks to mitigate their impact, and proposes a machine-learning-based state reconstruction approach to provide estimated state measurements based on the falsified state measurements. This approach ensures stable operation of the process before reliable sensor measurements are installed back online.
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1. Introduction

With the expansion of computer networks and interconnectivity of devices in cyber-physical systems, the digitalization of large-scale industrial systems encourages the use of big data analytics in troubleshooting plant outages, device breakdowns, fault detection, and maintaining cyber-security. The issue of cyber-defense has garnered research interests in recent years, especially when cyber-physical systems are increasingly vulnerable to malicious cyber-attacks targeting potentially every aspect of the exploitable cyber surface. This highlights the importance of implementing effective detection algorithms and having robust response measures in place that safeguards both the cyber and the physical aspects of the system – a key requirement for developing operational technology. Particularly, the process automation and control community has made many contributions in this area of operational technology.

A robust event-triggered model predictive control problem was investigated in Sun and Yang (2019) when the process is subject to bounded disturbances and denial-of-service cyber-attacks. Cumulative Sum (CUSUM) detection method was used in Chamanbaz et al. (2019) in conjunction with model predictive control to operate a nonlinear system under false data injection attacks. Moreover, a robust two-tier control architecture was proposed in Chen et al. (2020b) that provided convenient system reconfiguration strategies to maintain cyber-security.

In the case of attacked systems, countermeasures for malicious attacks have been explored with different strategies in classical techniques like state estimation and observer among other algorithms. In particular, the attacked inputs
are reconstructed based on a sliding mode observer and the attacks are identified with a proposed sparse recovery algorithm in Nateghi et al. (2018) by assuming that only a portion of outputs are likely to be attacked. Conditions for detection and reconstruction for a cyber-physical system under cyber-attacks are studied in Ao et al. (2016) by using adaptive sliding mode observers to estimate state attacks and sensor attacks, respectively. Additionally, for state estimation under a set of corrupted measurements, a methodology has been proposed for a class of nonlinear systems with the assumption that the attack in the sensors are sparse in Hu et al. (2017), and then applied to a power system by reconstructing the attacked signal correctly.

Measurement reconstruction has been of interest for many decades in the process fault detection field (Venkatasubramanian et al., 2003; Alcala and Qin, 2010). For example, fault detection and diagnosis have been studied to build a central chilling system with the goal of reconstructing faulty sensors using principal component analysis (PCA) in Wang and Chen (2004). For systems with non-Gaussian distribution, independent component analysis is used for fault detection, identification and reconstruction, which shows better performance than PCA in a metro system in Kim et al. (2013). As a natural extension, nonlinear PCA based on a five-layer neural network has been proposed to reconstruct faulty measurement in Harkat et al. (2007). Multiscale PCA is another extension that combines PCA and wavelet analysis, which permits to reconstruct the signals by means of the inverse wavelet transform Bakshi (1998). Additionally, in order to improve reconstruction, a variance of reconstruction error is proposed for selecting the number of principal components for PCA models Qin and Dunia (2000). Moreover, by proposing a regression-based variable reconstruction method based on a radial basis function network, issues of classical reconstruction techniques like limited number of possible reconstructed variables and reconstructions based on linear projections specially when working with complex process are addressed and proved with simulated and experimental data from a reactive distillation unit in Liefacht et al. (2009).

However, following the successful detection of cyber-attacks in Wu et al. (2018), Durand (2018), Chen et al. (2020b), the issues of handling the compromised measurement and continuing process control without reliable sensor measurements were not yet addressed. As it is important to develop accurate detectors to promptly report the intrusion of a cyber-attack as well as building robust frameworks to mitigate the impact of cyber-attacks before the detector is activated, it is equally important to have recuperating measures in place to maintain controllability of the system in the absence of reliable sensors.

Machine learning methods have been used in many applications to address the problem of unreliable state measurements. While previous works have proposed effective strategies for the data-based detection of cyber-attacks and resilient operation under cyber-attacks, this work addresses the gap of post-attack handling strategies by (1) proposing a state-reconstruction algorithm using machine-learning methods, (2) considering two advanced control frameworks (Lyapunov-based model predictive control (MPC) and economic MPC) when subject to three types of deception attacks (i.e., min-max, surge, and geometric attacks) on sensor measurements, and (3) applying the proposed strategies to a benchmark nonlinear chemical process example.

2. Preliminaries

2.1. Nonlinear system formulation

In this work, $| \cdot |$ is used to denote the Euclidean norm of a vector; $x^T$ denotes the transpose of $x$; $R^n$ denotes the set of vector functions of dimension $n$ whose domain is $[0, \infty)$. Set subtraction is denoted by $\setminus$, i.e., $A \setminus B := \{ x \in R^n | x \in A, x \notin B \}$. Class K functions $\alpha(\cdot) : [0, \infty) \to [0, \infty)$ are defined as strictly increasing scalar functions with $\alpha(0) = 0$. The class of continuous-time nonlinear systems considered is described by the following state-space form:

$$\dot{x}(t) = f(x(t), u(t))$$  \hspace{1cm} (1a)

$$\overline{x}(t) = h(x(t))$$  \hspace{1cm} (1b)

where $x(t) \in R^n$ is the state vector, and $u(t) \in R^m$ is the manipulated input vector, which is constrained by $u \in U := [u_{\min} \leq u_i \leq u_{\max}, i = 1, \ldots, m] \subset R^m$, where $u_{\min}$ and $u_{\max}$ are the lower and upper bounds for the input vector. We will denote the vector of state measurements from sensors, which may be compromised by sparse sensor cyber-attacks, with $\overline{x}(t) \in R^p$. When no cyber-attacks are present in the system, $\overline{x}(t) = x(t)$.

Without loss of generality, the initial time $t_0$ is taken to be zero ($t_0 = 0$). It is assumed that $f(\cdot, \cdot)$ is a sufficiently smooth vector function of $x$ and $u$, and $h(\cdot)$ is a sufficiently smooth vector function of $x$ where $f(0, 0) = 0$, $h(0) = 0$. Therefore, the origin is an equilibrium point of the system of Eq. (1) under $u(t) = 0$.

We assume that there exists an explicit feedback controller of the form $u(t) = \phi(x(t)) \in U$ that can render the origin of the nonlinear closed-loop system of Eq. (1) asymptotically stable. The stabilizability assumption implies the existence of a positive definite control Lyapunov function $V(x)$ that satisfies the following conditions:

$$a_1(x) \leq V(x) \leq a_2(x),$$  \hspace{1cm} (2a)

$$\frac{\partial V(x)}{\partial x} f(x, \phi(x)) \leq -a_3(x),$$ \hspace{1cm} (2b)

$$\left| \frac{\partial V(x)}{\partial x} \right| \leq a_4(|x|)$$ \hspace{1cm} (2c)

for all $x \in D \subset R^3$, where $D$ is an open neighborhood around the origin, and $a_i(\cdot), i = 1, 2, 3, 4$ are class K functions. The universal Sontag control law (Lin and Sontag, 1991) can be utilized as a candidate controller for $u = \phi(x)$, and will be further saturated to account for the input constraint $u \in U$. Additionally, the Lipschitz property of $f(x, u)$ and the boundedness of $u \in U$ imply that there exist positive constants $M, L_x, L_u$ such that the following inequalities hold for all $x, \overline{x}$ in a neighborhood around the origin:

$$|f(x, u)| \leq M$$ \hspace{1cm} (3a)

$$|f(x, u) - f(x, u)| \leq L_u|x - \overline{x}|$$ \hspace{1cm} (3b)

$$\left| \frac{\partial V(x)}{\partial x} f(x, u) - \frac{\partial V(x)}{\partial x} f(x, u) \right| \leq L_x|x - \overline{x}|$$ \hspace{1cm} (3c)
We first characterize a set of states $D$, in which the time-derivative of the Lyapunov function $V(x)$ under the controller $u = \phi(x) ∈ U$ satisfies Eq. (2b) for $x ≠ 0$. Then we construct a level set of $V(x)$ inside $D$ as $Ω_{x} := \{x ∈ D | V(x) ≤ ρ, ρ > 0\}$, which represents the stability region of the closed-loop system of Eq. (1). Since $Ω_{x}$ is an invariant set in state-space, it is guaranteed that starting from any initial state $x_{0} := x(t_{0})$ in $Ω_{x}$, the state trajectory of the closed-loop system of Eq. (1) remains within $Ω_{x}$ and asymptotically converges to the origin under $u = \phi(x) ∈ U$. Therefore, the control law $u = \phi(x) ∈ U$ is able to stabilize the nonlinear system of Eq. (1) at the origin for any initial conditions $x_{0} ∈ Ω_{x}$ provided that the sensor measurements received by the controller are secure (i.e., $π(t) = x(t)$).

3. Previous work on cyber-secure control framework and cyber-attack detection

In this section, we will recap the advanced control schemes that stabilize the nonlinear system of Eq. (1) while optimizing process performance. Then, we will introduce the cyber-secure control framework developed in Wu et al. (2018), Chen et al. (2020b, a), which includes cyber-attack detection using machine learning techniques and resilient secure control that can mitigate the impact of cyber-attacks upon detection.

3.1. Lyapunov-based model predictive control

The Lyapunov-based model predictive control (LMPC) was proposed to stabilize the nonlinear system of Eq. (1) at the origin based on secure state measurements. The optimization problem of LMPC is shown as follows:

$$J = \min_{u ∈ S(\Delta)} \int_{t_{0}}^{t_{h}} l(\tilde{x}(t), u(t))dt$$

s.t. $\tilde{x}(t_{0}) = \pi(t_{0})$

$$\tilde{x}(t) = f(\tilde{x}(t), u(t))$$

$$u(t) ∈ U, \quad ∀ t ∈ [t_{k}, t_{k+1})$$

$V(\pi(t_{0}), u(t_{0})) ≤ \tilde{V}(\tilde{x}(t), \phi(\tilde{x}(t)))$, if $V(\pi(t_{0})) > \rho_{\text{min}}$.

$$\tilde{V}(\pi(t_{0})) ≤ \rho_{\text{min}}, \quad ∀ t ∈ [t_{k}, t_{k+1}), \quad \text{if} \ V(\pi(t_{0})) ≤ \rho_{\text{min}}$$

where $\tilde{x}(t)$ is the predicted state trajectory based on state measurement $\pi(t_{0})$ at $t = t_{k}$, $S(\Delta)$ is the set of piecewise constant functions with the sampling period $Δ$, and $N$ is the number of sampling periods in the prediction horizon. $V(\pi(t_{0}), u(t_{0}))$ represents the time derivative of $V(x)$, i.e., $\frac{∂V}{∂x}(\pi(t_{0}), u(t_{0}))$. The states of the closed-loop system are measured at the end of each sampling period, and are used as the initial condition for the optimization problem of LMPC in the next sampling step. The control actions calculated by the LMPC of Eq. (4) are implemented in a sample-and-hold fashion in the sense that the optimal solution $u^{*}(t)$ over the prediction horizon $t ∈ [t_{k}, t_{k+1})$ obtained by solving the optimization problem of Eq. (4) based on the measured state $\pi(t_{0})$, and then only the first control action of $u^{*}(t)$, i.e., $u_{1}(t_{0})$, will be sent to the control actuators to be applied over the next sampling period. At the next sampling time $t_{k+1} := t_{k} + Δ$, the LMPC of Eq. (4) will be solved again, and the horizon will be rolled one sampling time forward.

In the optimization problem of Eq. (4), the objective function of Eq. (4a) is to minimize the integral of $l_1(\tilde{x}(t), u(t))$ over the prediction horizon. The function $l_1(x, u)$ is generally in a quadratic form (i.e., $l_1(x, u) = x^TQx + u^TQ_2u$, where $Q_1$ and $Q_2$ are positive definite matrices) such that the minimum value of $l_1(x, u)$ is achieved at the origin. The constraint of Eq. (4b) is the nonlinear system of Eq. (1) used to predict the evolution of the closed-loop state $x$ over the prediction horizon. The initial condition $\tilde{x}(t_{0})$ for the LMPC of Eq. (4) is the state measurement $\pi(t_{0})$ at $t = t_{0}$. The constraint of Eq. (4d) defines the input constraints over the prediction horizon. The constraint of Eqs. (4e) and (4f) are utilized to maintain closed-loop stability. Specifically, the constraint of Eq. (4e) drives the process state towards the origin by decreasing the value of Lyapunov function $V(x)$ at least at the rate under $u = \phi(x)$ when $V(\pi(t_{0})) > \rho_{\text{min}}$. However, if $\pi(t_{0})$ enters a small neighborhood around the origin $Ω_{\pi_{\text{min}}} := \{x ∈ \phi(x) | V(x) ≤ \rho_{\text{min}}\}$, the constraint of Eq. (4f) is used to maintain the state inside $Ω_{\pi_{\text{min}}}$ afterwards.

Under the LMPC of Eq. (4), the process state $x$ is guaranteed to remain in the stability region $Ω_{x}$ for all times, and ultimately converge to $Ω_{\pi_{\text{min}}}$ for any initial condition $x_{0} ∈ Ω_{x}$, provided that the true state measurement $x$ is available at each sampling step. However, in the presence of cyber-attacks that compromise state measurements, closed-loop stability is no longer guaranteed as the LMPC of Eq. (4) is solved based on falsified state measurements. Therefore, in Wu et al. (2018), the LMPC switches to secure back-up sensors to re-stabilize the nonlinear system of Eq. (1) at the origin once the cyber-attack is detected. Additionally, in Chen et al. (2020b), a two-tier cyber-secure control architecture in which the lower-tier controllers are used to stabilize the nonlinear system of Eq. (1), and the upper-tier LMPC improves closed-loop performance with networked sensor measurements, was proposed to maintain closed-loop stability by using the lower-tier controller only upon detection.

3.2. Lyapunov-based economic model predictive control

To optimize the overall economic gain, an economic model predictive control (EMPC) framework was proposed where the process will be operated in an off-steade-state manner, to replace the real-time optimization combination with steady-state operation driven by tracking controllers. Moreover, a cyber-secure resilient operation mode of the economic model predictive control within a conservative secure region with combined open-loop and closed-loop control actions was proposed in Chen et al. (2020a) to detect and mitigate the impact of cyber-attacks. Specifically, the Lyapunov-based economic model predictive control (LEMPC) scheme is represented by the following optimization problem:

$$J = \max_{u ∈ S(\Delta)} \int_{t_{0}}^{t_{h+N}} l(\tilde{x}(t), u(t))dt$$

s.t. $\tilde{x}(t) = f(\tilde{x}(t), u(t))$

$$u(t) ∈ U, \quad ∀ t ∈ [t_{k}, t_{k+1}),$$

$\tilde{x}(t_{0}) = \pi(t_{0})$

$$V(\pi(t_{0})) ≤ \rho_{e}, \quad ∀ t ∈ [t_{k}, t_{k+1})$$

$$V(\tilde{V}(\pi(t_{0}), u(t_{0})) ≤ \tilde{V}(\pi(t_{0}), u(\pi(t_{0}))))$$

$$\pi(\pi(t_{0})) ≤ \rho_{\text{min}}, \quad ∀ t ∈ [t_{k}, t_{k+1}), \quad \text{if} \ V(\pi(t_{0})) ≤ \rho_{\text{min}}$$

$$\pi(\pi(t_{0})) ≤ \rho_{\text{min}}, \quad ∀ t ∈ [t_{k}, t_{k+1}), \quad \text{if} \ V(\pi(t_{0})) ≤ \rho_{\text{min}}$$
where the notations follow those in Eq. (4). Unlike the LMPC of Eq. (4) that drives the process state to its steady-state, the LEMPC of Eq. (5) optimizes process economic benefits by dynamically operating the system in the stability region $\Omega$, to achieve economic optimality and closed-loop stability simultaneously. Specifically, the objective function of Eq. (5a) optimizes the time integral of the cost function $L(x(t), u(t))$ that accounts for process economic benefits over the prediction horizon. The constraints of Eqs. (5b)–(5d) are the same as the constraints of Eqs. (4b)–(4c). The constraint of Eq. (5e) maintains the process state in $\Omega_w$, if $x(t) \in \Omega_w$, where $\Omega_w$ is designed to ensure the invariance of the stability region $\Omega$ in the presence of sufficiently small disturbances. If $x(t)$ leaves $\Omega_w$ due to disturbances, the constraint of Eq. (5f) will drive the process state towards the origin, and ultimately into $\Omega_w$ within finite sampling periods. Therefore, under the LEMPC of Eq. (5), the process state $x$ is guaranteed to be maintained in $\Omega_w$ for all times for any $x_0 \in \Omega_w$.

However, closed-loop stability cannot be guaranteed when the state measurements are compromised by cyber-attacks (i.e., $x \neq x$). To maintain cyber-security, an effective cyber-attack detector and a resilient control strategy were proposed in Chen et al. (2020a). Specifically, upon the successful detection of cyber-attacks in sensors, one strategy is to utilize the response plan proposed in Wu et al. (2018) that involved physical replacements of problematic sensors with their redundant back-up sensors. While sensor device replacement is an effective measure, there may be circumstances where redundant sensors cannot be deployed immediately, during which time the process must be operated in open-loop without reliable feedback measurements (Chen et al., 2020a).

4. Intelligent cyber-attacks and detection

In a cyber-physical system vulnerable to cyber-attacks, sensors, actuators, communication channels between them, as well as the control system itself can all be targeted. These intelligent cyber-attacks intentionally degrade closed-loop performance by disrupting accurate control implementation. As it has been previously considered in relevant works, sensor cyber-attacks will be the area of focus in this work. During feed-back closed-loop control, sensor measurements must accurately reflect the true process state to ensure closed-loop stability. If the measurements received by the controller are false, they will result in incorrect control actions that may result in the true states exiting from the bounded operating region and eventually going outside of the stability region.

Being process and controller behavior aware, the cyber-attacks will have access to information on the operating region of the process, and existing alarms configured on the input and output ranges. Specifically, when attacks intend to induce maximum disruption (i.e., in min–max or surge attacks), the attacked value will be set to the maximum or minimum value beyond which an alarm monitoring the current state measurement will be immediately triggered. These intelligent cyber-attacks are designed such that no alarms will be sounded (i.e., the falsified state measurement is not outside the operating stability region or the alarm window) and the controller is still able to compute feasible control actions, but have large enough variations such that economic optimality and closed-loop stability will be lost.

In this work, we consider three types of standard cyber-attacks discussed in the literature Singh and Nene (2013): min–max, surge, and geometric attacks; all of which have been previously studied in developing effective data-based detection algorithms. The algorithms developed in Wu et al. (2018), Chen et al. (2020a) demonstrated capabilities in detecting min–max, surge, and geometric attacks promptly while operating the process under LMPC and LEMPC. Furthermore, min–max, surge, geometric, and replay attacks can be detected using the neural network detector proposed in Chen et al. (2020b) when the process is operating using a two-tier control architecture.

4.1. Min–max cyber-attack

To achieve maximum disruptive impact within shortest amount of time, min–max attacks are designed while avoiding triggering any alarms. The compromised sensor measurements will be set to values that are furthest from the equilibrium, either the minimum or the maximum, but not outside of the normal operating region. Attacks generated will ensure that no conventional detection alarms based on statistical threshold will be triggered. The min–max attack can be formulated as follows:

$$x(t) = \min_{x \in \mathbb{R}^n} \max_{i \in [0, I_E + L_s]} \|V(x(t_i))\| = \rho, \quad \forall \, i \in [0, I_E + L_s]$$

where $\rho$ is the level set of the Lyapunov function $V(x)$ that represents the operating region of the closed-loop system of Eq. (1) under either LMPC or LEMPC, $i$ is the compromised sensor measurement, $I_E$ is the time instant that the attack is introduced, and $L_s$ is the total duration of the attack in terms of sampling periods.

4.2. Surge cyber-attack

Surge attacks are designed such that the cumulative deviation from the true process state values will not exceed the cumulative statistical threshold examined by some conventional detection methods such as CUSUM. Surge attacks achieve this goal by setting the state measurements to the maximum or minimum value to induce maximum destabilizing effects for an initial short period of time, then the falsified measurement will be reduced and maintained at a lower value for the remainder of the attack duration. Therefore, surge attacks act like min–max attacks initially. The length of the initial surge period and the reduced value thereafter can be selected many ways, as long as the cumulative error for the entire attack duration is maintained below the alarm-triggering threshold. In this work, the reduced value after the surge is set to a sufficiently small bounded noise added on the attacked sensor.

The formulation of the surge attack is presented below:

$$x(t) = \min_{x \in \mathbb{R}^n} \max_{i \in [0, I_E + L_s]} \|V(x(t_i))\| = \rho, \quad i \in [0, I_E + L_s],$$

$$x(t) = x(t) + \eta(t), \quad \text{if} \, I_E < i < I_E + L_s, \quad \text{where} \, I_E \text{is the start time of the attack, } L_s \text{is the duration of the initial surge, and } \eta(t) \leq \eta_{\text{UB}} \text{is the bounded noise added on the sensor measurement after the initial surge period, where } \eta_{\text{LB}} \text{ and } \eta_{\text{UB}} \text{ are the lower and upper bounds of the noise, respectively.}$$
4.3. Geometric cyber-attack

When sensor measurements are under geometric cyber-attacks, the falsified measurement will deteriorate at a geometric speed until it reaches the limit boundary characterized by the secure operating region, at which an alarm will sound. A small constant $\beta \in \mathbb{R}$ is added to the true measured output $x(t)_{\text{true}}$ at the beginning of the attack, where $x(t)_{\text{true}} + \beta$ is well below the alarm threshold. At each subsequent time step, $\beta$ is multiplied by a factor $(1 + \alpha)$, where $\alpha \in (0, 1)$, until $X$ reaches the maximum allowable attack value bounded by $\Omega_a$. Attackers will choose the two parameters $\alpha$ and $\beta$ based on $\Omega_a$ and the attack duration. Geometric attacks can be written in the form as follows:

$$\hat{x}(t) = x(t) + \beta \times (1 + \alpha)^{i-1} \alpha, \quad \forall \ i \in [\bar{0}, \bar{i}_0 + \bar{L}_a]$$

where $\beta$ and $\alpha$ are parameters that define the magnitude and speed of the geometric attack.

4.4. Neural network detector

Neural network detection algorithm was developed in Wu et al. (2018), Chen et al. (2020b, a) to identify the presence of certain types of targeting cyber-attacks on sensor measurements. A feed-forward neural network structure is used for classification of data signals, where input data in the form of the time-varying closed-loop trajectory of a nonlinear function of sensor data over the detection window was collected, and the output of the neural network detection indicates the presence and potential type of the cyber-attack (depending on how the neural network classifier is trained). Additionally, in Wu et al. (2018), Chen et al. (2020b, a). It was demonstrated that a well-trained neural network can successfully distinguish cyber-attacks from common process disturbances that should not be considered as attacks, and therefore, reduce false alarm rate during process operation. The neural network detector is implemented in real-time using a moving window that collects the most recent process data to identify the occurrence of known cyber-attacks. The LMPC of Eq. (4) and the LEMPC of Eq. (5) will switch to secure back-up sensors or open-loop control strategy to maintain closed-loop stability upon detection of cyber-attacks.

Although the neural network detectors in Wu et al. (2018), Chen et al. (2020b, a) demonstrated to successfully detect cyber-attacks in a timely manner, the post-attack handling strategies (i.e., secure back-up sensors and open-loop control strategy) may not be optimal in reality due to unavailability of back-up devices or unknown process disturbances. In light of these considerations, in the next section, we propose a state reconstruction strategy following the detection of a cyber-attack, to continue closed-loop control using a reconstructed state value based on the faulty measurements.

5. State reconstruction

The state reconstructor is developed to estimate the true state values using state measurements $X$ and control actions $U$ applied in real-time operation. In this section, we first introduce the recurrent neural network that is used to develop the state reconstructor using open-loop simulation data of the nonlinear system of Eq. (1). Subsequently, the state reconstructor is implemented in real-time to obtain estimated true state values based on closed-loop simulation data under attacks.

5.1. Recurrent neural network

Recurrent neural network (RNN) has been widely used in developing nonlinear dynamic functions based on time-series data to predict future states. The RNN structure is shown in Fig. 1 and its mathematical formulation can be found in Wu et al. (2019). Since there exists a feedback loop in its neurons, RNN models exhibit temporal behavior, and therefore, can be utilized to represent dynamic systems. In this work, an RNN-based state reconstructor is proposed to estimate true state values in real time based on faulty measurements $X$ and control actions $U$. Specifically, the inputs to the RNN model are $X(t)$ and $U(t)$, $\forall t \in [t_k, t_{k+1}]$, where $r$ is the number of sampling periods in the reconstruction window, and the output of the RNN models is the estimate of the true state $x$ over $t \in [t_k, t_{k+1}]$.

To develop RNN-based state reconstructors for the nonlinear system of Eq. (1) under the min-max, surge, and geometric cyber-attacks on sensor measurements that were introduced in the previous section, we first perform extensive open-loop simulations for the nonlinear system of Eq. (1) with various $x \in \Omega_a$, and $u \in U$ under each of the different cyber-attacks, respectively. Specifically, starting from an initial condition $x_{0} \in \Omega_a$, we apply a set of open-loop input sequences to the nonlinear system of Eq. (1) and introduce the above cyber-attacks at the second sampling period of each simulation run to obtain the trajectories of measured states and true states over a certain period of time (i.e., reconstruction window length $r \Delta$), respectively. Subsequently, the dataset that consists of extensive open-loop simulation runs is split into training, validation and testing datasets, and the training process of RNN models is conducted following the standard procedure as introduced in Wu et al. (2019) to minimize the difference between the predicted and the actual true state trajectories. Additionally, to ensure that the obtained RNN model can provide reliable state estimation for closed-loop operation of the nonlinear system of Eq. (1), the RNN model needs to be well trained such that the error between estimated states $\hat{x}$ and actual states $x$ satisfies $|x - \hat{x}| \leq \gamma$, where $\gamma > 0$ is a sufficiently small bound.

The RNN models are demonstrated to be able to capture the attacking patterns, for example, the zigzag pattern of measured states in the presence of min-max cyber-attack as shown in Fig. 2(a), and provide the corresponding estimate of true state trajectory under a certain type of cyber-attack.

Remark 1. The RNN model is developed using a state-of-the-art machine learning library termed Keras. The original dataset is generated by simulating the continuous system of Eq. (1) under the sample-and-hold implementation of a sequence of piecewise constant inputs $u(t) = u(t_k)$, $\forall t \in [t_k, t_{k+1}]$, where $t_{k+1} = t_k + \Delta t$ and $\Delta t$ is the sampling period. Explicit Euler method with a sufficiently small integration time step $h_t < \Delta t$ is used to integrate the continuous system of Eq. (1). Additionally, since the RNN estimator is designed to reconstruct process true state values with the length of $r \Delta t$, where $r$ is a positive integer, all the data points of integration time step within $t \in [t_k, t_{k+1}]$ are used as the internal states for the RNN model. The optimal structure of the RNN models (i.e., number of layers and neurons) are determined through a grid search, and finally, the optimization problem of RNN training process is solved using the Adam solver in...
Fig. 1 – Recurrent neural network structure (left) and time-series input and output data (right), where $x, u$ are the input vectors, $x$ is the output vector, $\Delta$ is the sampling period, $r\Delta$ is the length of reconstruction window of RNN model, and $f_{NN}$ represents the hidden neurons that are used to capture the nonlinear relationship between input and output.

Fig. 2 – (a) State-space trajectories, and (b) closed-loop profiles of true state (blue), measured state (red), and reconstructed state (marked by colored circles) for the CSTR system of Eq. (17) with an initial condition $x_0 = (-1.2, 60)$ under LMPC when a min–max cyber-attack is introduced at $t = 0.02$ h on the temperature sensor. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Keras with the modeling error constraint and an additional early-stopping criterion to avoid over-fitting.

Remark 2. It is noted that since the dataset is generated using extensive open-loop simulations, the application of the above RNN-based state reconstructor is not restricted to the closed-loop system of Eq. (1) using the LMPC of Eq. (4) or the LEMPC of Eq. (5). It can be applied to the closed-loop system of Eq. (1) using any other controller, for example, proportional-integral-derivative controller, provided that the state measurement is available at each sampling step. Therefore, the RNN-based state reconstruction provides a general approach of state estimation for the nonlinear system of Eq. (1) under sparse sensor attacks.

Remark 3. Another approach to reconstructing state information under cyber-attacks is to predict state evolution from a secure checkpoint (i.e., from a past state that is not attacked) based on a process model for the nonlinear system of Eq. (1), and this process model can be derived either from first-principles knowledge or using RNN modeling approach as introduced in Wu et al. (2019). However, unlike the RNN model that was developed in Wu et al. (2019) to predict future states based on the current state measurement and control actions, the RNN model developed in this work takes the real-time faulty state measurements and applied control actions as inputs to estimate the corresponding true state trajectory in the same timeframe, and therefore, can provide a more accurate state estimation.

Remark 4. It should be noted that the data-based state reconstruction approach can be applied in the closed-loop simulation of the nonlinear system of Eq. (1) provided that a part of process state measurements remains secure since the RNN model essentially generates the estimate of true states for those compromised sensors based on other secure sensor measurements and applied control actions. Under the worst-case scenario that all the state measurements are under attacks, for example, the measured states remain unchanged for all times under attacks, it becomes barely possible for data-based state reconstructor to estimate the true states without any reliable information of secure sensors. In this case, an open-loop model-based control strategy could be applied to mitigate the impact of cyber-attacks to the greatest extent.

5.2. Online reconstruction

Once cyber-attacks are detected by neural-network-based detectors developed in Wu et al. (2018), Chen et al. (2020b, a), online state reconstruction will be implemented from the last secure checkpoint. Specifically, the RNN-based state reconstruction will be performed with the following steps. (1) Since the neural-network-based detectors in Wu et al. (2018), Chen et al. (2020b, a) are implemented in real time with a moving detection window to confirm the occurrence of cyber-attacks only if the cyber-attacks have been detected multiple times, the secure checkpoint will be set at the sampling step before the first detection to make sure the initial state measurement for the RNN reconstructor is not attacked. (2) Subsequently, the state reconstructor is applied to predict the state evolution from the last secure checkpoint to the current time step \( t = t_i \) based on the sensor measurements and control actions in this period. Since the RNN model is developed with a reconstruction window length \( r_i \), the estimated state in the second sampling period in the window will be used as the initial conditions for the next reconstruction as it moves one sampling step forward every time. (3) The estimated state \( \hat{x}(t) \) at the current time step will be sent to the controller (e.g., the LMPC of Eq. (4) or the LEMPC of Eq. (5)) to calculate the control action \( u(t) \) for the next sampling period \( t \in [t_i, t_{i+1}) \). (4) After the control action \( u(t) \) is applied and the new state measurements \( x(t), t \in [t_i, t_{i+1}) \) are received, the state reconstruction window will be rolled one sampling time forward to estimate the true state value at \( t = t_i \) using compromised state measurements and control actions in real-time.

Remark 5. A key requirement for accurate state estimation is that the initial state for the RNN-based reconstructor should remain secure in order to provide a correct initial condition for the prediction of state evolution. Since the neural-network-based detectors developed in Wu et al. (2018), Chen et al. (2020b, a) are demonstrated to be able to detect cyber-attacks in a timely manner (i.e., within a few sampling steps) with a sufficiently high accuracy, the secure checkpoint determined based on the detection outcome of neural-network-based detectors are also reliable for RNN-based state reconstructor. However, in the case that the detector is not well developed, we can choose a state measurement at an earlier time instance, or even at the beginning of operation to make sure that the initial state for reconstruction is secure.

Remark 6. It is noted that the proposed RNN-based state reconstruction method is not restricted to the cyber-attacks discussed in the manuscript since it is a data-driven approach that does not require any first-principles knowledge of process model or of cyber-attacks. For example, it can be applied to deception attacks such as optimization-based deception attack, randomly injected attacks and scheduled attacks on sensor measurements. However, there is one restriction, that is the cyber-attacks should target sensor measurements instead of blocking the communication networks between sensors and controllers, such that the RNN reconstructor can continuously receive (falsified) state measurements to make estimation. Therefore, the proposed approach may not be applied to cyber-attacks such as denial-of-service attack that makes sensor measurement unavailable to its intended users by temporarily disrupting network services.

5.3. Closed-loop control with reconstructed states

After the estimated state \( \hat{x}(t) \) at the current time step \( t = t_i \) is obtained through state reconstruction, the LMPC of Eq. (4) or the LEMPC of Eq. (5) will use the estimated state \( \hat{x} \) instead of sensor measurement \( x \) to solve for the optimal control actions afterwards. However, considering that there may exist a state

<table>
<thead>
<tr>
<th>Table 1 – Parameter values of the CSTR.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_0 = 300 \text{ K} )</td>
</tr>
<tr>
<td>( V = 1 \text{ m}^3 )</td>
</tr>
<tr>
<td>( k_0 = 8.46 \times 10^6 \text{ m}^3/\text{kmol h} )</td>
</tr>
<tr>
<td>( C_P = 0.231 \text{ kJ/kg K} )</td>
</tr>
<tr>
<td>( \rho = 10000 \text{ kg/m}^3 )</td>
</tr>
<tr>
<td>( Q_0 = 0 \text{ kJ/h} )</td>
</tr>
<tr>
<td>( T_s = 401.87 \text{ K} )</td>
</tr>
</tbody>
</table>
estimation error, in this section, we demonstrate that the RNN model needs to be well trained to achieve a desired estimation accuracy such that closed-loop stability is still guaranteed under the LMPC of Eq. (4) and the LEMPC of Eq. (5) with state reconstruction. The following proposition is developed to demonstrate that the error between true state trajectories \( x \) and the trajectories based on estimated states \( \hat{x} \) of the nonlinear system of Eq. (1) is bounded under the same control actions for finite time.

**Proposition 1.** Consider the solution \( x(t) \) of the nonlinear system \( \dot{x} = f(x, u) \) of Eq. (1) based on the actual state \( x \), and the solution \( \hat{x}(t) \) of the nonlinear system \( \dot{\hat{x}} = f(\hat{x}, u) \) based on the estimated state \( \hat{x} \) with the initial condition \( |x_0 - \hat{x}_0| \leq \gamma \), where \( \gamma > 0 \). If \( x(t), \hat{x}(t) \in \Omega_p \) for all times, then there exists a positive constant \( \varsigma \) such that the following inequalities hold \( \forall x, \hat{x} \in \Omega_p \):

\[
|\dot{x}(t) - \hat{x}(t)| \leq \varsigma e^{\rho t} \tag{9a}
\]

\[
V(x) \leq V(\hat{x}) + \varsigma \rho (\varsigma - 1) |x - \hat{x}| + \varsigma |x - \hat{x}|^2 \tag{9b}
\]

**Proof.** We define the state error vector as \( \epsilon(t) = x(t) - \hat{x}(t) \) and derive the time-derivative of \( \epsilon(t) \), \( \forall x, \hat{x} \in \Omega_p \) and \( u \in U \) using Eq. (3c) as follows:

\[
|\dot{\epsilon}| = |f(x, u) - f(\hat{x}, u)| \leq L_u |\epsilon(t)| \tag{10}
\]

\[
|\epsilon(t)| = |x(t) - \hat{x}(t)| \leq \gamma e^{\rho t} \tag{11}
\]
Additionally, we derive Eq. (9b) based on Eq. (2a), Eq. (2c) and the Taylor series expansion of V(x) around \( \hat{x} \) for all \( x, \hat{x} \in \Omega_p \) as follows:

\[
V(x) \leq V(\hat{x}) + \frac{\partial V}{\partial x} \lvert x - \hat{x} \rvert + \kappa \lvert x - \hat{x} \rvert^2 \\
\leq V(\hat{x}) + \alpha_2(\alpha_1^{-1}(\nu)) \lvert x - \hat{x} \rvert + \kappa \lvert x - \hat{x} \rvert^2
\]

where \( \kappa \) is a positive real number. \( \square \)

The following proposition is developed to demonstrate that by implementing the stabilizing controller \( u = \phi(\hat{x}) \in U \) based on estimated states \( \hat{x} \) in a sample-and-hold fashion after detection of cyber-attacks, \( V(x) \) for the nonlinear system of Eq. (1) can be rendered negative for all times such that the true state \( x \) can be driven towards the origin.

**Proposition 2.** Consider the nonlinear system of Eq. (1) under the sample-and-hold implementation of the controller \( u = \phi(\hat{x}) \in U \) based on the estimated state \( \hat{x} \) that satisfies \( |\hat{x} - x| \leq \gamma \). Let \( \epsilon_2 > 0 \), \( \Delta > 0 \) and \( \rho > \rho_2 > 0 \) satisfy

\[
-\alpha_2(\alpha_1^{-1}(\nu)) + L_N(y + M\Delta) \leq -\epsilon_2
\]

Then, \( \dot{V}(x) \leq -\epsilon_2 \) holds for any \( x(t_0) \in \Omega_p \setminus \Omega_{p_0} \).

**Proof.** The proof follows closely to that for Proposition 4 in Wu et al. (2019) except that we account for the estimation error \( y \) in \( V(x) \) as follows:

\[
\dot{V}(x(t_0)) = \frac{\partial V(x(t_0))}{\partial x} f(x(t_0), \phi(\hat{x}(t_0))) \\
= \frac{\partial V(\hat{x}(t_0))}{\partial x} f(\hat{x}(t_0), \phi(\hat{x}(t_0))) + \frac{\partial V(x(t_0))}{\partial x} f(x(t_0), \phi(\hat{x}(t_0))) \\
- \frac{\partial V(\hat{x}(t_0))}{\partial x} f(\hat{x}(t_0), \phi(\hat{x}(t_0)))
\]
Proposition 3. Consider the nonlinear system of Eq. (1) under the sample-and-hold implementation of the LEMPC of Eq. (5). Let \( \Delta > 0 \) and \( \rho > \rho_1 > \rho_2 > 0 \) satisfy the following inequality:

\[
\rho_2 \leq \rho - \alpha_4(a_1^{-1}(\rho))e^{\lambda \Delta} - \kappa(x_0^2 + \Delta)^2
\]  

If the state estimation error \( |\hat{x} - x| \) is bounded by \( \gamma \) for all times, then, the true state of the nonlinear system of Eq. (1) under LEMPC is guaranteed to remain inside the stability region \( \Omega_\rho \), \( \forall t \geq 0 \), for any \( x_0 \in \Omega_\rho \).

Proof. Following the results of Proposition 1, \( \rho_\Delta \) is determined accounting for the error between true state trajectories \( x \) of the nonlinear system of Eq. (1) and the predicted trajectories based on estimated state \( \hat{x} \) under the sample-and-hold implementation of control actions. The proof follows closely to that for Theorem 2 in Heidarinejad et al. (2012), and is omitted here.

Therefore, given that the RNN model is well trained to achieve a sufficiently small estimation error, i.e., \( |\hat{x} - x| \leq \gamma \), closed-loop stability is guaranteed for the nonlinear system of Eq. (1) under resilient LMPCC and LEMPC using estimated state \( \hat{x} \) upon detection of cyber-attacks.
Remark 7. In this work, we assume no measurement noise, and thus, the RNN state reconstructor takes the compromised state measurement under cyber-attacks as the inputs to estimate the true state values. However, in the presence of measurement noise, which is very common in practical systems, the RNN reconstructor can still work well as long as the training dataset is developed from simulations/industrial process data that also account for the measurement noise with the same distribution. Additionally, closed-loop stability of MPC is still guaranteed provided that the modeling error of the RNN reconstructor is sufficiently small, which will be implemented as a constraint in the training process.

6. Application to a chemical process example

In this section, a chemical process example is utilized to illustrate the application of the tracking MPC and EMPC schemes that incorporate the proposed real-time state reconstruction upon detection of cyber-attacks. Specifically, we consider a well-mixed, non-isothermal continuous stirred tank reactor (CSTR), within which an irreversible second-order exothermic reaction takes place. The second-order reaction, \( A \rightarrow B \), transforms reactant \( A \) to product \( B \) at a reaction rate \( r_B = k_0 e^{-E/RT} C_A^2 \). The CSTR is equipped with a heating jacket that supplies or removes heat at a rate \( Q \). The dynamic model of this CSTR process is described by the following material and energy balance equations:

\[
\frac{dC_A}{dt} = \frac{F}{V} (C_{A0} - C_A) - k_0 e^{-E/RT} C_A^2 \tag{17a}
\]

\[
\frac{dT}{dt} = \frac{F}{V} (T_0 - T) + \frac{-\Delta H}{\rho C_p} k_0 e^{-E/RT} C_A^2 + \frac{Q}{\rho C_p V} \tag{17b}
\]

where \( C_A \) is the concentration of reactant \( A \) in the reactor, \( V \) is the volume of the reacting liquid in the reactor (assuming the vessel has constant holdup), \( T \) is the temperature of the reactor and \( Q \) denotes the heat input rate. The concentration of reactant \( A \) in the feed is \( C_{A0} \). The feed temperature and volumetric flow rate are \( T_0 \) and \( F \), respectively. The reacting liquid has a constant density of \( \rho \), and a heat capacity of \( C_p \). \( \Delta H \), \( k_0 \), \( R \), and \( E \) represent the enthalpy of reaction, pre-exponential con-
Fig. 7 – (a) State-space trajectories, and (b) closed-loop profiles of true state (blue), measured state (red), and reconstructed state (marked by colored circles) for the CSTR system of Eq. (17) under LEMPC when geometric cyber-attacks are introduced at \( t = 0.03 \, \text{h} \), \( t = 0.21 \, \text{h} \), and \( t = 0.36 \, \text{h} \) on the temperature sensor. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

The manipulated inputs are the inlet concentration of reactant \( A \) and the heat input rate, which is represented by the deviation variables \( \Delta C_{\text{A}} = C_{\text{A}} - C_{\text{A}_0} \), \( \Delta Q = Q - Q_0 \), respectively. The manipulated inputs are bounded as follows: \( |\Delta C_{\text{A}}| \leq 3.5 \, \text{kmol/m}^3 \) and \( |\Delta Q| \leq 5 \times 10^5 \, \text{kJ/h} \). Therefore, the states and the inputs of the closed-loop system are \( x^T = [\Delta C_{\text{A}}, \Delta Q, T - T_s] \) and \( u^T = [\Delta C_{\text{A}}, \Delta Q] \), respectively, such that the equilibrium point of the system is at the origin of the state-space, (i.e., \( x_0^T = [0, 0] \), \( u_0^T = [0, 0] \)).

The dynamic model of Eq. (17) is numerically simulated using the explicit Euler method with an integration time step of \( h_c = 1 \times 10^{-3} \, \text{h} \). The optimization problem of the LMP of Eq. (4) and the LEMPC of Eq. (5) are solved using the python module of the python module of the IPOPT software package Wachter and Biegler, 2006, named PyIpopt with the sampling period \( \Delta = 0.01 \, \text{h} \).

6.1. Neural-network-based state reconstructor

To develop state reconstructors for various types of cyber-attacks, extensive open-loop simulations are performed in the stability region \( \Omega_p \) for the nonlinear system of Eq. (17) under cyber-attacks to generate the dataset for RNNs. The closed-loop stability region \( \Omega_p \) for the CSTR is characterized as a level set of Lyapunov function \( V(x) = x^T P x \) with \( P = \begin{bmatrix} 1060 & 22 \\ 22 & 0.52 \end{bmatrix} \) and \( \rho = 372 \), from which the origin can be rendered asymptotically stable under the controller \( u = \phi(x) \in U \). We choose various initial states \( x_0 \in \Omega_p \) and inputs \( u \in U \) and run open-loop simulations for finite sampling periods for the nonlinear system of Eq. (17) under min–max, surge, and geometric cyber-attacks, respectively. Sensor measurements \( x \) and control actions \( u \) saved every integration time step \( h_c \) are utilized as the input to the RNN model, and the corresponding true states \( x \) are the RNN output. Two-hidden-layer
RNN models with 60 neurons in each layer are designed using the state-of-the-art machine learning library, Keras to train the state reconstructor for min–max, surge, and geometric cyber-attacks, respectively with datasets consisting of around 150,000 data sequences. The averaged mean square errors of the three state reconstructors on training and validation datasets are maintained below 10−5. The averaged training time for each neural network is around 2.5 h. The training is done off-line, and the obtained RNN model is used on-line for state estimation within MPC. It is noted that the state estimation within MPC is completed almost instantaneously because the RNN model after training is essentially a nonlinear function that calculates estimated values (output) given the past state measurements (input). Therefore, the computational time for running estimation using RNN models is negligible compared to the process sampling time.

6.2 Tracking MPC

We first carry out the closed-loop simulation results under the LMPC of Eq. (4) with state reconstruction for the non-linear system of Eq. (17) under cyber-attacks. The control objective of LMPC is to track process state to its unstabile steady-state \([C_{A_0}, T_0] = [1.9537 \text{kmol/m}^3, 401.87 \text{K}].\) The LMPC cost function of Eq. (4a) is designed to be \(J(x, u) = ||x||^2_{Q_1} + ||u||^2_{Q_2},\) where \(Q_1 = [500 \ 0 \ 0 \ 0.5\) and \(Q_2 = [1 \ 0 \ 8 \times 10^{-11}];\) to balance the magnitudes of states and inputs. The detector is activated at every sampling step to identify the occurrence of cyber-attacks using the most recent process data. The neural-network-based detectors developed in Wu et al. (2018), Chen et al. (2020b, a) are used in this work to detect cyber-attacks in closed-loop simulations. The details of the neural-network-based detectors are omitted here due to limited space.

The closed-loop state trajectories and profiles for min–max, surge, and geometric cyber-attacks are shown in Figs. 2(a) and (b), 3(a) and (b) and 4(a) and (b), respectively. Specifically, in Fig. 2(a), it is shown that starting from the initial condition \(x_0 = (-1.2 \ 60)\) the system of Eq. (17) is initially operated without any attacks. Then, the min–max cyber-attack is introduced on the temperature sensor at \(t = 0.02\) h, and it is shown that the sensor measurement (dashed red trajectory) stays on the lower boundary of \(\Omega_n,\) while the true state trajectory (blue) starts deviating from the direction towards the origin. Once the cyber-attack is detected at \(t = 0.05\) h, we reconstruct the true states (colored dotted trajectories) based on past sensor measurements and control actions, and subsequently, the LMPC of Eq. (4) of the CSTR system at the steady-state by using the estimated state. In Fig. 2(b), it is demonstrated that the reconstructed concentration and temperature are very close to the true states in closed-loop simulation, and therefore, provide reliable state estimation for the feedback control with LMPC. During online implementation, state reconstruction will be ideally activated after the first positive detection given by the cyber-attack detector to save computational power, given that detection happens in real-time and promptly reports the occurrence of a cyber-attack. However, starting state reconstruction is not limited to only when the detector gives a positive detection. Here, we have plotted the reconstructed states right after the attack occurs to demonstrate the effectiveness of this RNN-based state reconstruction method throughout the attack duration. Moreover, in the case that the sensor measurements are not faulty, the NN-based state reconstructor is also capable of predicting the true process states successfully with a sufficiently small bounded error. Therefore, state reconstruction could start at the beginning of the operation period, as long as the sensor measurements prior to which time are reliable.

Similarly, Fig. 3(a) and (b) demonstrates the closed-loop results under surge cyber-attack that is introduced on temperature sensor at \(t = 0.01\) h, and is detected at \(t = 0.05\) h. It is noted that in Fig. 3(a) the state trajectory leaves \(\Omega_n\) during the third sampling since the attack remains undetected at that time; however, once the attack is detected, the closed-loop state can be driven towards the origin and maintained in \(\Omega_{min}\) under LMPC with state reconstruction. Additionally, Fig. 4(a) and (b) demonstrates the impact of geometric attack and of state reconstruction upon detection. It is shown in Fig. 4(b) that the pattern of geometric attack is very similar to that of min–max cyber-attack except that it gradually decreases to its lower bound to avoid sudden increase/decrease in sensor measurement. As shown in Fig. 4(b), the geometric cyber-attack is detected at \(t = 0.06\) h, and the LMPC with the integration of RNN-based state reconstructor stabilizes the system at the steady-state within 0.1 h.

6.3 Economic MPC

The control objective of EMPC is to maximize the economic profit of the CSTR process of Eq. (17) by manipulating the inlet concentration \(\Delta C_{A_0}\) and the heat input rate \(\Delta Q,\) while maintaining the closed-loop state trajectories in the stability region \(\Omega_n\) for all times under EMPC. The CSTR is initially operated at the unstabile steady-state \([C_{A_0}, T_0] = [1.9537 \text{kmol/m}^3, 401.87 \text{K}],\) and \([C_{A_0}, Q_0] = [4 \text{kmol/m}^3, 0 \text{kJ/h}].\) The objective function of the EMPC of Eq. (5) optimizes the production rate of \(B\) as follows:

\[
J_t(x, u) = r_B(C_A, T) = k_B e^{-E/R(T)}C_A^z
\]

Additionally, to make the averaged reactant material available within one operating period \(t_{on}\) to be its steady-state value, \(C_{A_0}\) (i.e., the averaged reactant material in deviation form, \(u_1,\) is equal to 0), we introduce the following material constraint into the formulation of the EMPC of Eq. (5).

\[
\frac{1}{t_{on}} \int_0^{t_{on}} u_1(t)dt = 0 \text{kmol/m}^3
\]

The closed-loop stability region \(\Omega_n\) is the same as the one for LMPC simulations. The CSTR system of Eq. (17) is normally operated in the region \(\Omega_{so}\) in which \(n_o = 280\) under no attacks. When cyber-attacks occur, the true state trajectory may leave \(\Omega_{so}\) under EMPC, and therefore, the size of \(\Omega_{so}\) is carefully chosen to make sure the state does not leave the stability region \(\Omega_n\) before the attacks can be detected.

The closed-loop state trajectories and profiles for min–max, surge, and geometric cyber-attacks under EMPC are shown in Figs. 5(a) and (b), 6(a) and (b) and 7(a) and (b), respectively. Specifically, as shown in Fig. 5(a) and (b), we introduce min–max cyber-attack on temperature sensor at \(t = 0.05\) h, and the true state leaves \(\Omega_n\) due to faulty sensor measurement. After detection, the closed-loop state can be maintained in \(\Omega_{so}\) again under EMPC using real-time state reconstruction. In Fig. 6(a) and (b), we perform closed-loop simulation under surge cyber-attack for multiple EMPC operating periods. It is demonstrated in Fig. 6(b) that the surge cyber-attacks are introduced in each operating period (i.e., from \(t = 0\) h to \(t = 0.15\) h, at each time period \(t = 0.05\) h) with the same surge attack magnitude.
from $t = 0.15$ h to $t = 0.3$ h, and from $t = 0.3$ h to $t = 0.45$ h with $t_{\text{ch}} = 0.15$ h, from which the compromised sensor measurement first reaches its maximum allowable value and remains a small deviation from true states afterwards. Similarly, RNN-based state reconstructor successfully estimates the true state trajectory and provides a reliable correction for sensor measurement for LEMPC. Additionally, Fig. 7(a) and (b) show the simulation results of closed-loop CSTR system under geometric cyber-attack, for which the analysis is similar to the above, and is omitted here.

7. Conclusion

In this work, an RNN-based state reconstruction approach was proposed for state estimation of nonlinear processes following the detection of cyber-attacks on sensor measurements. Specifically, based on machine-learning-based detection mechanisms that were developed to detect the occurrence of cyber-attacks in closed-loop operation, we developed an RNN model to reconstruct process states using falsified state measurements and used them to calculate control actions. The RNN-based state reconstructor was applied in real-time within LMPC and LEMPC to provide reliable state estimation such that closed-loop stability of the nonlinear processes can be guaranteed upon cyber-attack detection. The application of state reconstructors to a chemical process example under min-max, surge and geometric cyber-attacks demonstrated its effectiveness of reconstructing process states for both LMPC and LEMPC.
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