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This work presents two applications of Safeness Index-based model predictive control to improve process operational safety in safety-critical chemical processes. In the first case study, a high-pressure flash drum separator together with pressure relief valve as safety system is used to analyze the benefits of integrating Safeness Index-based considerations in model predictive control (MPC). In the second case study, four units in an ammonia process are simulated to demonstrate the application of Safeness Index-based MPC to handle significant disturbances.
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1. Introduction

Despite efforts to prevent incidents in the chemical process industries (Center for Chemical Process Safety (2008)), the continued occurrence of accidents is motivating research focused on enhancing process operational safety to protect human lives and the environment. Several recent works have proposed a systems perspective on process operational safety (e.g., Albalawi et al. (2016); Leveson and Stephanopoulos (2014); Zhang et al. (2018)) which encourages engineers to consider process incidents as events that occur due to a migration of the process state, over time, to conditions at which an accident may occur. This systems perspective can be considered by using the optimization-based industrial feedback control design termed model predictive control (MPC), which utilizes a process dynamic model to make state predictions that are used in selecting optimal control actions with respect to an objective function (e.g., Ellis et al. (2014, 2016); Mayne et al. (2000); Rawlings (2000)). MPC can be augmented with state constraints to limit excursions of the process state into unsafe regions of state-space. Therefore, coordinating the control and safety systems so that the triggering conditions for the safety system (e.g., alarms, pressure relief devices, and emergency shutdown systems) account for control actuator limitations, and the control system actions account for the activation of the safety system, would represent a significant paradigm shift in both control and safety system design that has the potential to save lives and protect the environment. In California, there have been several accidents including one in an Exxon refinery in Torrance, Los Angeles in 2015. The total cost of this accident was estimated in more than $2.4 billion Gonzales et al. (2016). In this accident, due to malfunction of the emergency systems, major flammable vapor leaks occurred from a pipe at the fluidized catalytic cracking unit that sent thousands to the hospital; this is the type of accident that could have been prevented with coordination of the process control and emergency safety systems such that the control system could safely operate the plant in a limited operation region until the emergency system was brought back on-line (Marsh & McLennan Companies Inc (2016)).

In Bhaskar et al. (2013), Lao et al. (2013) and Be and Johansen (2014) process control systems have been developed to handle safety in the sense of faults; however, these methods do not incorporate safety system actions in the control system design. Recently, in Albalawi et al. (2017) and Wu et al. (2018a,b), a Safeness Index function was developed to provide thresholds as triggers for safety system activation that allow the safety systems to be aware of system-level safety considerations, and further can be utilized as a constraint in MPC design to provide some coordination between control and safety systems.

In this work, we first illustrate an application of the Safeness Index-based model predictive control to improve process operational safety in a safety-critical chemical process application. A linear model is first identified from nominal process data. Then, a
Safeness Index function and a Safeness Index threshold are designed to account for the key process properties and safety system characteristics. Safeness Index is integrated in MPC as a soft constraint with slack variables when the process state is outside of a safe operating region. Finally, the proposed methodology is tuned to deal with the plant/model mismatch and certain level of disturbance attenuation. The control and safety system are validated using co-simulation of Matlab/Aspen to demonstrate that Safeness Index-based MPC can either avoid activating safety system in the presence of a small disturbance, or work together with the safety system which is activated/deactivated in the presence of a large disturbance.

In the second case study, we apply the Safeness Index-based model predictive control to a multi-unit process to account for process operational safety in process control design. Specifically, the ammonia process is employed since it has been studied intensely from the last century in order to accommodate the ammonia demand. In a survey of major accidents that have occurred over a period of 70 years, the ammonia process has been ranked as the one with the greatest risk (Khan and Abbasi (1999)). Accidents and problems in the ammonia process have been reviewed in the literature Ojha and Dhiman (2010). From the simulation point of view, the effect of various types of disturbances were studied starting in the high temperature shift converter in order to avoid thermal runaway in the methanator and poison of the catalyst (Alhabdan and Elmasheh (1995)). Another type of risk in ammonia process can be associated with the following failures (Ojha and Dhiman (2010)): drop in activity of the catalyst, piping failure and oil leak. The analysis of an industrial accident that caused temperature oscillations in the ammonia synthesis reactor was studied in Morud and Skogestad (1998) and Rovaglio et al. (2004). From the control point of view, one of the first efforts on controlling the ammonia process was to obtain relevant information of the process by modeling and optimizing a large plant using first-principle models (Shah (1967); Shah and Weisenfelder (1969)). In Araújo and Skogestad (2008), a plant-wide design methodology was proposed and tested with the ammonia synthesis process. In Zhang et al. (2010), a comparison between a plant-wide control approach and a methodology that relies in simulation and heuristics was performed using the ammonia synthesis process. A framework that integrates real-time optimization with zone control MPC and self-optimization control was demonstrated in an ammonia plant in Graciano et al. (2015). Additionally, in Luyben (2012), an override control structure was implemented and simulated in Aspen Plus Dynamics to handle two types of failures in an ammonia plantwide control structure: loss of coolant in the reactor and loss of cooling water in the condenser. The closed-loop performance of the ammonia synthesis process in Luyben (2012) was improved by updating the control loops. However, at this stage, the integration between the control loop and the safety system has not been explored in the ammonia plant. Motivated by this, a dynamic simulation of parts of an ammonia plant is built in Aspen Plus software and Safeness Index-based MPC is applied to handle potential disturbances in the proposed ammonia plant process including catalyst deactivation and feed temperature change.

The rest of the paper is organized as follows: in Section 2, the process and potential failures of the first case study of a flash drum process are introduced. In Section 3, the Safeness Index function is first introduced and the Safeness Index-based MPC is then developed. In Section 4, the proposed Safeness Index-based MPC is applied to the flash drum in the presence of disturbances with different magnitudes to demonstrate its effectiveness. In Section 5, the second case study of an ammonia process is introduced. Then, in Section 6 and Section 7, the Safeness Index-based MPC is developed and applied to the multi-unit ammonia process to demonstrate that process operational safety is improved under the Safeness Index-based MPC.

2. Flash drum process description and control objective

2.1. Flash drum process description and relief valve design

As shown in Fig. 1, a flash process (Marlin (1995)) is used to roughly separate a mixture of methane (10%), ethane (20%), propane (30%), butane (35%) and pentane (5%), to a level where further distillation towers are used. A liquid feed with flow rate $F$, mole fraction $z_i$ of component $i$, temperature $T_f$ and pressure $P_f$ is heated by a heat exchanger with heating duty $Q$, and turned into $F$, $z_i$, $T_i$, $P_i$. Passing through a throttling valve, the feed is separated adiabatically in the drum into liquid stream $L$ with composition $x_i$ and vapor stream $V$ with composition $y_i$. Components are separated due to different vapor pressure of different components. The feed temperature $T_f$ is $40^\circ$C, the feed pressure $P_f$ is $45$ bar, the drum height is $4$ ft and the drum diameter is $1.7$ ft.

To model a flash process, we need to apply component molar balance, energy balance, phase equilibrium and other equations, and end up with a dynamic system with state variables of drum pressure $P$, drum temperature $T$, number of moles $N_i$ of component $i$ in drum, mole fractions $y_i$ and $x_i$ of component $i$ in vapor and liquid phase, respectively, and total number of moles $N^V$ and $N^L$ in vapor phase and liquid phase, respectively. Specifically, Aspen Plus Dynamics software is used to dynamically simulate this flash drum, in which the process model is built up according to the schematic in Fig. 1 and the parameters above.

In a safe scenario, controllers maintain the drum pressure near its desired value, relying on the proper operation of equipment such as pressure sensor and valves (Marlin (1995)). Two controllers are used to regulate liquid effluent valve and vapor effluent valve to maintain drum liquid level and drum pressure at desired levels, respectively. However, in an unsafe scenario where the top vapor effluent and the bottom liquid effluent valves are accidentally closed, or the broken pressure sensor causes improper control actions, an extremely high pressure will occur in the drum, which is undesired. Therefore, a pressure relief valve needs to be incorporated to handle potential dangerous situations.

Pressure relief valve is a safety device designed to protect a pressurized vessel or system in an overpressure event. In our work, Aspen Plus is used to design the pressure relief valve (e.g., size, dynamics, etc.) for this flash drum. Since the most dangerous failure situation is the vapor valve failure which normally should be directed by a controller, we design pressure relief valve parameters based on the case that the top vapor valve is totally closed accidentally due to control failure. The required relief flow is calculated as the minimum flow required to guarantee device safety, which is $523$ kg/h calculated by Aspen Plus. Considering relieving conditions, fluid properties and operating conditions, a standardized orifice size of $8.303$ cm$^2$ is used to meet the requirement of relief flow.

Additionally, since the operating pressure is $10$ bar and the highest device durable pressure is $12$ bar, the opening pressure of the pressure relief valve is chosen to be $10.5$ bar. Releasing pressure is set at $9$ bar such that the relief valve will not close once it opens until the process failure is settled. The discharge flow is considered only vapor. Flash calculation is based on constant enthalpy. The relief flow is considered compressible fluid and the discharge coefficient is 0.96.

2.2. Device failure and control objective

The flash drum initially operates at the desired operating steady-state under a model predictive controller. After operating
the drum at the steady-state, a device failure is introduced, which causes the top vapor valve to close from 50% opening to a smaller opening. As a result, the pressure $P$ and temperature $T$ in the drum rise up immediately, which leads to an unsafe operation.

Therefore, the objective of the control system is to maintain the drum temperature $T$ at a desired set-point and to prevent the relief valve from opening in the presence of a small disturbance using the heating duty of the feed $Q$ as the manipulated input. Specifically, the temperature $T$ is controlled at the steady-state while the drum pressure $P$ should remain below 10.5 bar when the top vapor valve has a failure. The worst case scenario for which we design the controller to deal with is the top vapor valve is closed from 50% opening to 35% opening. When the top vapor valve opening is less than 35%, the pressure relief valve may open and the controller should work safely with relief valve before, during and after pressure relief valve is turned on/off (drum pressure remains less than the device maximum operating pressure of 12 bar).

3. Safeness index-based model predictive control

3.1. Model identification

The flash drum is simulated with high fidelity in Aspen Plus Dynamics, with a steady-state temperature and pressure $[T, P] = [25 \, ^\circ \text{C}, 10 \, \text{bar}]$ and a steady-state heating duty $Q_A = 87.6$ kW. The states and the input of the process are represented in deviation variable form as $x = [T - T_0, P - P_0]$ and $u = Q - Q_0$, such that the equilibrium point of the system is at the origin of the state-space. Since a process model of flash drum is needed in MPC to predict future states, a linear dynamic model in the following form is identified:

$$\frac{dx}{dt} = Ax + Bu$$

where $A \in \mathbb{R}^{2 \times 2}$ and $B \in \mathbb{R}^{2 \times 1}$. We use Aspen simulation data to identify the matrices $A$ and $B$ in the model. Specifically, data on drum temperature $T$ and pressure $P$ is generated from the nominal open-loop simulations with pseudorandom binary sequence (PRBS) signal in heating duty $Q$. Then Multivariable Output Error State Space (MOSEP) algorithm is applied in Matlab to identify the matrices $A$ and $B$ as follows:

$$A = \begin{bmatrix} -0.047453 & -0.22548 \\ -0.001111 & -0.097369 \end{bmatrix}$$

$$B = \begin{bmatrix} 0.01488 \\ 0.002277 \end{bmatrix}$$

3.2. Development of safeness index

Safeness Index is a function of process state and indicates the safeness of the plant as a whole, accounting for multivariable interactions and interactions between units (Albalawi et al. (2017)). Instead of typical component-by-component safety analysis (e.g., a relief valve traditionally only accounts for pressure), Safeness Index can consider interactions between states. Moreover, a state-based index reveals that a process becomes unsafe in a gradual way (Leveson and Stephanopoulos (2014)) instead of becoming unsafe suddenly when crossing a threshold.

From fundamental process knowledge, high temperature and high pressure are the key safety issues in the flash drum. Safeness Index needs to be designed such that high temperature $T$ and pressure $P$ are considered unsafe operating conditions, but all the temperature $T$ and pressure $P$ below steady-state values are considered safe operation conditions. Therefore, in this example, Safeness Index is designed to be zero if both $x_1$ and $x_2$ are negative (e.g., below the steady-state value), and positive if either $x_1$ or $x_2$ is positive (e.g., above the steady-state value). Based on $f^+(x)$, we design the Safeness Index to be of the following form:

$$f^+(x) = \begin{cases} x, & \text{if } x \geq 0 \\ 0, & \text{if } x < 0 \end{cases}$$

(2)

$$S(x) = k_T \left[ f^+(\frac{x_1}{T}) \right]^2 + k_P \left[ f^+(\frac{x_2}{P}) \right]^2$$

(3)

where $k_T$ and $k_P$ are the weights for temperature and pressure, respectively. Temperature and pressure in deviation form are divided by their steady-state values $T_0$ and $P_0$ for normalization such that potential difference in magnitude of the two terms are removed in the expression of the safeness index. With a quadratic form, $S(x)$ will have a significantly large value when temperature $T$ and pressure $P$ are far above the steady-state. Since high pressure is more dangerous than high temperature, more weight should be given to pressure $P$. Therefore, we choose $k_T = 1000$ and $k_P = 3000$. It is important to mention that although the Safeness Index and the Lyapunov function share similar functional forms in this case, they work to address different control objectives. Specifically, the Safeness Index is designed to indicate process safety based on measured states while the Lyapunov function is used to ensure closed-loop stability. Furthermore, the Safeness Index does not have the Lyapunov function properties. When the Safeness Index function is chosen to be a Lyapunov function, the MPC may enforce properties, such as stability and feasibility.

To avoid triggering the safety relief valve, the threshold $S_{th}$ of the Safeness Index function should be lower than the thresh-
old used in safety relief valve (Albalawi et al. (2017)). In consideration of model mismatch and sample-and-hold implementation of the controller, the actual threshold in the Safeness Index-based MPC needs to be more conservative to allow some overshoot in Safeness Index but not exceeding the threshold to trigger the safety relief valve. Therefore, we first calculate $S(x)$ when the relief valve is activated at 10.5 bar (i.e., $T = 25\, ^\circ \mathrm{C}, P = 10.5\, \text{bar}$, and $S(0.05 \Delta t^T) = 7.5$). In this case, the threshold in controller is chosen as $S_{TH} = 6$.

3.3. Safeness index-based model predictive control

Safeness Index-based MPC is given by the following optimization problem:

$$
\min_{u_{\Delta}(\Delta)} \int_{t_k}^{t_k+N} \left( \|x_i(\tau)\|_Q^2 + \|u(\tau)\|_R^2 \right) d\tau \\
+ \sum_{i=1}^{N} k_i e^{-k_i y(i)} \quad k_1, k_2 > 0
$$

(4a)

s.t. \quad \dot{x}(t) = Ax(t) + Bu(t)

(4b)

$$
x(t_k) = x(t_k)
$$

(4c)

$$
u(t) \in U. \quad \forall t \in [t_k, t_k+N)
$$

(4d)

$$
S(\dot{x}(t_{k+i})) + y(i) \leq S_{TH}, \quad i = 1, 2, \ldots, N
$$

(4e)

$$
y(i) \in R. \quad i = 1, 2, \ldots, N,
$$

if $S(x(t_k)) > S_{TH}$

(4f)

$$
y(i) \geq 0. \quad i = 1, 2, \ldots, N,
$$

if $S(x(t_k)) \leq S_{TH}$

(4g)

where $\dot{x}$ is the predicted state trajectory, $S(\Delta)$ is the set of piecewise constant functions with period $\Delta$, and $N$ is the number of sampling periods in the prediction horizon. The optimal input trajectory of the Safeness Index-based MPC optimization problem is $u^*(t)$, which is calculated over the entire prediction horizon $t \in [t_k, t_k+N)$. The control action computed for the first sampling period in the prediction horizon $u^*(t_k)$ is applied over the first sampling period, and the MPC problem is resolved at the next sampling period. The objective function of Eq. (4a) is minimizing the integral of $\|x_i(\tau)\|_Q^2 + \|u(\tau)\|_R^2$ over the prediction horizon and the penalty term $\sum_{i=1}^{N} k_i e^{-k_i y(i)}$ of slack variables $y(i)$. It is noted that only state $x_1$ (instead of full state $x$) is included in the objective function because this controller is controlling only drum temperature $T$ (pressure $P$ is involved by Safeness Index constraints in Eq. (4e)). The constraint of Eq. (4b) is the linear model of Eq. (1) that is used to predict the states of the closed-loop system. Eq. (4c) defines the initial condition $x(t_k)$ of the optimization problem which is the state measurement $x(t_k)$ at $t = t_k$. Eq. (4d) is the input constraint applied over the entire prediction horizon. The manipulated input is heating duty $Q$, which is bounded by: $0 \leq Q \leq 160\, \text{kW}$, namely $U = [-87.6, 72.4]$. Eq. (4e) is the Safeness Index constraint, which confines $S(x)$ to be below threshold $S_{TH}$ with slack variables $y(i)$. The soft constraint of Eq. (4e) gradually affects the input when $S(x)$ gradually gets close to threshold $S_{TH}$, instead of causing an abrupt input if slack variables are not used. If $S(x(t_k)) > S_{TH}$, the constraint of Eq. (4e) can be satisfied via the negative slack variables $y(i)$ such that Safeness Index can remain above threshold $S_{TH}$ in the prediction horizon, even though the penalty term $\sum_{i=1}^{N} k_i e^{-k_i y(i)}$ in the objective function of Eq. (4a) is large. However, if $S(x(t_k)) \leq S_{TH}$, nonnegative slack variables $y(i)$ are required by Eq. (4g) to ensure $S(x)$ remaining below threshold $S_{TH}$. Additionally, it is demonstrated that the hard constraint of Eq. (4g) can always be satisfied in this flash drum case because of the property of $A$ matrix in Eq. (1). Specifically, since all four elements in $A$ matrix are negative, there always exists an input $u$ (e.g., $u = 0$) such that $x_1$ and $x_2$ are simultaneously negative. Because $S(x)$ is a monotonous function with respect to $x_1$ and $x_2$, there always exists an input $u$ such that $S(x)$ can remain below $S_{TH}$ if $S(x(t_k)) \leq S_{TH}$. Additionally, parameters $k_1$ and $k_2$ in the objective function of Eq. (4a) should be carefully chosen, such that the slack variables $y(i)$ have slight effects on control actions if $S(x(t_k)) \leq S_{TH}$, and have significant effect on control actions if $S(x(t_k)) > S_{TH}$. Thus, in our simulation $k_1$ and $k_2$ are determined to be 90 and 1.6, respectively.

The explicit Euler method with an integration time step of $h_c = 10^{-3} \, s$ was applied to numerically integrate the dynamic model of Eq. (1) in the Safeness Index-based MPC. The nonlinear optimization problem of the Safeness Index-based MPC of Eq. (4) was solved using the solver FilterSD on OPTI Toolbox in Matlab with the following parameters: sampling period $\Delta = 0.5 \, s$; prediction horizon $N = 10$. $Q_0 = 1$ and $R_0 = 0.0005$ are chosen such that the terms of the states and the input have the same order of magnitude in $\|x_i(\tau)\|_Q^2 + \|u(\tau)\|_R^2$. Although the function $f^*(x)$ in the Safeness Index $S(x)$ in Eq. (4e) is non-differentiable at $x = 0$, the gradient of Safeness Index constraints based on $f^*$ in MPC is solved via numerical methods and therefore does not create difficulties in solving the optimization problem. Additionally, in this manuscript, the states in the simulations are always positive, avoiding the non-differentiable point $x = 0$.

4. Simulation results of case study 1

4.1. Simulation without safety system activation

In this section, we demonstrate the application of the Safeness Index-based MPC to a flash drum process under disturbances with different magnitudes.

When the top vapor valve is closed from 50% to 45% opening, it is demonstrated in Figs. 2 and 3 that the pressure, temperature, and Safeness Index increase initially. As a result, the input $Q$ is decreased by the Safeness Index-based MPC of Eq. (4) such that both $\|x_i(\tau)\|_Q^2$ and $\sum_{i=1}^N k_i e^{-k_i y(i)}$ in the objective function of Eq. (4a) are minimized. Specifically, $\sum_{i=1}^N k_i e^{-k_i y(i)}$ can be minimized with larger slack variables, which leads to a smaller Safeness Index over the prediction horizon and eventually leads to a decreasing input $Q$.

In the presence of a relatively small disturbance (e.g., the top vapor valve is closed from 50% to 45% opening), the Safeness Index-based constraints of Eq. (4e) should not constrain process operation region too much. In other words, if $S(x(t_k)) \leq S_{TH}$, small positive or zero slack variables should be utilized such that the Safeness Index is not confined to a small value according to Eq. (4e). To that end, a large $k_2$ in the objective function of Eq. (4a) is utilized since the term $k_2 e^{-k_2 y(i)}$ is insensitive to nonnegative slack variables $y(i)$ with a large $k_2$. It is observed in Fig. 3 that Safeness Index $S(x)$ finally settles down to 3.3 with $k_2 = 1.6$. However, as shown in Fig. 4, if a smaller $k_2 = 1$ is used, Safeness Index $S(x)$ will finally settle much below 3.3, which is undesired.

It needs to be mentioned that the nominal steady-state ($x = 0$) is not reached at the end of the closed-loop simulation, because the disturbance value does not go back to zero and the MPC uses
the nominal process model. This offset can be removed if an integral control term is added to the MPC control action but this approach is not pursued in this work.

When the top vapor valve is closed to 35% opening, it is demonstrated in Figs. 5 and 6 that the pressure, temperature and Safeness Index increase immediately after the disturbance occurs. When Safeness Index is getting close to the threshold $S_{th}$, input $Q$ becomes aggressive to prevent pressure exceeding 10.5 bar. When $S(x(t_i)) > S_{th}$, negative positive slack variables $y(i)$ are utilized to satisfy the constraint of Eq. (4e). Since the term $\sum_{i=1}^{n} k_1 e^{-k_2 y(i)}$ dominates the objective function of Eq. (4a) when $y(i)$ are small, MPC tends to calculate relatively large slack variables $y(i)$ to decrease future Safeness Index $S(x(t_{i+1}))$, which leads to aggressive input $Q$. In Figs. 5 and 6, it is shown that the input $Q$ decreases to its lower bound to stop Safeness Index increasing when Safeness Index is close or above the threshold $S_{th}$.

Additionally, it is noted that a larger $k_2$ can reduce Safeness Index faster when $S(x(t_i)) > S_{th}$. When slack variables are negative, minimizing the objective function of Eq. (4a) with larger $k_2$ leads to larger slack variables, which decreases Safeness Index faster by using more aggressive input. However, in the case of limited input, large $k_2$ is not able to decrease Safeness Index faster if the input already hits its bound when using a small $k_2$. As shown in Fig. 7, a large $k_2 = 2.2$ does not reduce Safeness Index $S$ below $S_{th}$ because heating duty $Q$ already reaches its minimum value even if $k_2 = 1.6$.

Additionally, model mismatch is inevitable in all simulations because the linear model of Eq. (1) used in controller is identified from the nominal system simulations, but applied to the real system with disturbance. Particularly, the disturbance dramatically increases the steady-state of temperature and pressure so that temperature and pressure increase significantly with a fixed input in the presence of disturbance. Because of model mismatch, Safeness Index based on the actual states may finally exceed the threshold $S_{th}$. However, a smaller $k_2$ in objective function of Eq. (4a) can alleviate the adverse effect of model mismatch by calculating a conservative Safeness Index. Specifically, a small $k_2$ tends to calculate larger slack variables if slack variables are positive. It is demonstrated in Eq. (4e) that larger slack variables lead to a lower and conservative Safeness Index, which can bring Safeness Index to a lower value to alleviate the adverse effect of model mismatch.
Additionally, parameters $k_1$ and $k_2$ should be well-determined to account for how conservative the threshold $S_{NH}$ is compared to the threshold of safety system. If the threshold $S_{NH}$ is very conservative, a large $k_2$ is preferred such that the Safeness Index can keep close to the threshold $S_{NH}$ under all disturbances. If the threshold $S_{NH}$ is not conservative, a small $k_2$ is preferred so that the Safeness Index can remain below the threshold $S_{NH}$. Parameter $k_1$ should be chosen according to $k_2$ so that the term $\int_{t_0}^{t} (\|k_1(\tau)\|_2^2 + \|u(\tau)\|_2^2) \, d\tau$ in the objective function of Eq. (4a) is larger than the term $\sum_{i=1}^{N} k_1 e^{-k_2 y(\tau)}$ under a relatively small disturbance, and smaller under a large but handleable disturbance.

4.2. Simulation with safety system activation

In the presence of a very large disturbance, the control system is unable to prevent a high pressure inside the drum due to actuator constraints. In this simulation, the top vapor valve is changed from 50% opening to 10% opening. As shown in Figs. 8 and 9, the drum pressure $P$ rises above 10.5 bar even when the minimum heating duty $Q$ is provided. Then, the pressure relief valve is activated to allow the pressurized fluid to flow out of the drum. MPC drives the temperature $T$ to 0.2°C below the set-point (25°C) because of model mismatch from vapor valve disturbance and relief valve opening. After 40 s, the device failure is fixed and the top vapor valve returns to 50% opening. Then the pressure $P$ decreases immediately after opening the vapor valve. When the pressure $P$ decreases to 9 bar which is the reseating pressure, the safety relief valve is closed and the process states are driven to the steady-state by the Safeness Index-based MPC.

5. Ammonia process description

The second case study focuses on three parts of ammonia process: shift conversion, carbon dioxide removal and methanation. As shown in Fig. 10, all the three parts are used to remove carbon monoxide and carbon dioxide, which are produced by the previous steam reformer. The schematic of the ammonia process implemented in this manuscript is shown in Fig. 11.

First, the high temperature shift reactor and the low temperature shift reactor are two adiabatic tubular reactors, converting carbon monoxide and water into carbon dioxide and hydrogen. Two-bed operation is performed in which different catalyst are utilized
in each bed that is operated at different temperatures, typically at 400 °C and 200 °C, respectively. Under normal operating conditions, the high temperature shift reactor is able to reduce the carbon monoxide to 2 – 4 %, and the low temperature shift reactor can obtain an output of carbon monoxide between 0.1 – 0.3 % (Appl (2000); Ettouney et al. (1995); Twigg (1989)).

After two shift reactors, the gas is purified in the adsorption column to remove the carbon dioxide and water vapor, in order to avoid the poison of the ammonia synthesis catalysts (Appl (2000)).

After removal unit, methanation unit is applied to remove trace amount of carbon monoxide and carbon dioxide since even a small amount of carbon monoxide and carbon dioxide in syn-gas is poisonous to ammonia synthesis catalysts. In the methanator, the concentrations of carbon monoxide and carbon dioxide are reduced to less than 5 ppm catalytically by exothermic methanation reaction (Ojha and Dhiman (2010); Twigg (1989)).

5.1. Simulation settings in Aspen Plus

In our study, the simulations of all the ammonia process units are performed in Aspen plus and Aspen plus Dynamics V10.0. A dynamic simulation is developed based on the steady-state simulation provided by Aspen Technology, Inc. (2017). Detailed reaction kinetic and process parameters are discussed in this section. Specifically, reaction rates for all reactions are incorporated in Aspen Plus model via the compiling and linking of the FORTRAN file with Aspen Plus software. The rate equations for all units are shown as following (Aspen Technology, Inc. (2017); Ettouney et al. (1995)):
High temperature shift reaction: \[ CO + H_2O \rightleftharpoons CO_2 + H_2, \Delta H = -41.2 \text{ kJ/mol}; \]
\[ r_{CO} = -A_e \exp \left( -\frac{300.69}{T} + 8.02 \right) \left( P \right)^{1/2} \left( y_{CO} - \frac{y_{H_2}y_{CO}}{K_{eq}y_{H_2O}} \right), \]
\[ K_{eq} = \exp \left( \frac{8240}{T} - 4.33 \right) \] (5)

Low temperature shift reaction: \[ CO + H_2O \rightleftharpoons CO_2 + H_2, \Delta H = -41.2 \text{ kJ/mol}; \]
\[ r_{CO} = -A_e \frac{513.15}{T} \frac{K_T y_{CO} y_{H_2O}^{1/2}}{1 + K_T y_{CO} + K_y y_{CO_2}}, \quad K = \frac{y_{H_2}y_{CO}}{y_{CO}y_{H_2O}}, \]
\[ K_T = 68.4 \exp \left( -3620 \left( \frac{1}{513.15} - \frac{1}{T} \right) \right), \]
\[ K_y = 4.31 \exp \left( -4580 \left( \frac{1}{513.15} - \frac{1}{T} \right) \right), \]
\[ K_{y} = 1.35 \exp \left( -1500 \left( \frac{1}{513.15} - \frac{1}{T} \right) \right) \] (6)

Methanation reaction 1: \[ CO + 3H_2 \rightleftharpoons CH_4 + H_2O, \Delta H = -206 \text{ kJ/mol}; \]
\[ r_{CO} = -A_e \frac{3.119}{T} \exp \left( 1300 \left( \frac{1}{T} - \frac{1}{513.15} \right) \right) \left( \frac{P}{y_{H_2}} \right)^{1/2} \left( y_{CO} - \frac{y_{CH_4}y_{H_2O}}{y_{H_2}^2 p^2 \exp(-38.4523 + \frac{2827}{T})} \right) \] (7)

Methanation reaction 2: \[ CO_2 + 4H_2 \rightleftharpoons CH_4 + 2H_2O, \Delta H = -164 \text{ kJ/mol}; \]
\[ r_{CO_2} = -A_e \frac{3.119}{T} \exp \left( 1300 \left( \frac{1}{T} - \frac{1}{513.15} \right) \right) \left( \frac{P}{y_{H_2}} \right)^{1/2} \left( y_{CO_2} - \frac{y_{CH_4}y_{H_2O}^2}{y_{H_2}^2 p^2 \exp(-38.4523 + \frac{2827}{T})} \right) \] (8)

where \( r_{CO} \) is the reaction rate of \( CO \) in \( \text{g mol/m}^3 \cdot \text{s} \); \( A_e \) is catalyst activity; \( T \) is the temperature in \( \text{K} \); \( P \) is the total pressure in \( \text{atm} \); and \( y_i \) is the mole fraction of component \( i \).

In our simulation, all heat exchangers work at the fixed outlet temperature with varying heating duty. All three tube reactors are adiabatic in this simulation. \( CO_2 \) removal unit is simulated as a flash drum at \( 30^\circ \text{C} \) with feeding ammonia solution to remove \( CO_2 \) and condense water. Detailed electrolyte solution chemistry and reaction kinetic in \( CO_2 \) removal is discussed in Aspen Technology, Inc. (2017). The values of the main parameters and their steady-states are shown in Table 1.

5.2. Disturbance and process safety

Initially, all units are operated at the steady-states. When catalyst activity decreases in the first high temperature shift reactor, less \( CO \) is consumed in the shift reactor. Since \( CO_2 \) removal unit does not remove \( CO \), more \( CO \) goes into methanator, which leads to a drastic increase in temperature due to the exothermic reaction of methanation occurred in the adiabatic tube reactor. Fig. 12 shows an open-loop simulation with a disturbance that catalyst activity decreases from 1 to 0.1 in 300 s.

On the other hand, when feed temperature decreases in the first high temperature shift reactor, less \( CO \) is reacted in shift reactor. Similarly, since \( CO_2 \) removal unit does not remove \( CO \), more \( CO \) goes into methanator and causes the temperature in methanator to increase drastically. Fig. 13 shows an open-loop simulation with a disturbance that feed temperature for high temperature shift reactor decreases from \( 380^\circ \text{C} \) to \( 280^\circ \text{C} \) in 300 s. Therefore, in order to improve process operational safety in the presence of these two types of disturbances, a controller is designed to control methanator outlet temperature by manipulating methanator inlet feed temperature.
6. Safeness index-based model predictive control

6.1. Model identification

The methanator is initially simulated at the steady-state where feed temperature $T_{in} = 280 \, ^\circ C$ and outlet temperature $T_{out} = 327.27 \, ^\circ C$. Because CO concentration in the feed has a dominating effect on the produced heat, CO mole fraction $y_{CO}$ is treated as a measurable disturbance with a steady-state value of $3.55 \times 10^{-3}$. The state, the input and the disturbance of the process are represented in deviation variable form as $x = T_{out} - T_{ss}, u = T_{in} - T_{ss},$ and $d = y_{CO} - y_{CO,ss}$. Such that the equilibrium point of the system is at zero. Since there exists a time delay between the feed temperature $T_{in}$ and the outlet temperature $T_{out}$, a linear dynamic model with time delay of the following form is utilized to represent the Aspen Plus model:

$$
\frac{dx(t)}{dt} = Ax(t) + Bu(t) - Kd(t - t_d),
$$

(9)

where $t_d$ is the time delay in s. It is noted that the input time delay is equal to the disturbance time delay because it takes the same amount of time for the feed temperature $T_{in}$ and the CO mole fraction of $y_{CO}$ to affect the outlet temperature $T_{out}$ of a tube reactor. An Aspen open-loop simulation is used to generate transient response data of outlet temperature $T_{out}$ subject to a step change in feed temperature $T_{in}$, and Multivariable Output Error State Space (MOESP) algorithm is applied in Matlab to identify the matrices $A$ and $B$. Then another step change in CO mole fraction of $y_{CO}$ is simulated to calculate the gain $K$ of disturbance $d$. The difference among the models obtained from the different step changes are negligible. The matrices $A$, $B$, $K$ and the time delay $t_d$ are identified as follows:

$$
A = -0.005136; \quad B = 0.01207; \quad K = 32.887; \quad t_d = 100 \, s
$$

6.2. Safeness index and controller design

Since temperature control plays an important role in the methanator, and high outlet temperature could lead to unsafe operations, in our work Safeness Index is designed such that high temperature $T_{out}$ is considered unsafe operating conditions while all the temperature $T_{out}$ below steady-state values are considered safe operation conditions. To that end, Safeness Index is design as follows:

$$
S(x) = |f^+(x)|^2,
$$

(10)

where $f^+(x)$ is the same function as shown in Eq. (2). With a quadratic form, $S(x)$ will have a significantly large value when temperature $T_{out}$ is far above the steady-state. To avoid an extreme high temperature in methanator, the threshold $S_{TH}$ of the Safeness Index function $S(x)$ is carefully chosen. In consideration of model mismatch, sample-and-hold implementation of the controller and the large time delay in the process, the actual threshold in the Safeness Index-based MPC should be more conservative and therefore is chosen to be $S_{TH} = S^2 = 25$. Based on the Safeness Index function of Eq. (10), the controller is developed by incorporating MPC with a feedforward control action as shown in Eq. (11):

$$
u(t_k) = 
u_{MPC}(t_k) + u_{forward}(t_k)
$$

(11)

Specifically, the control action $u(t_k)$ consists of a feedforward term $u_{forward}(t_k)$ and an MPC term $u_{MPC}(t_k)$, where $u_{forward}(t_k)$ is calculated by Eq. (12) and $u_{MPC}(t_k)$ is the first control action in the solution $u^*(t)$ to the optimization problem of Eq. (13).

$$
u_{forward}(t_k) = -\frac{K}{B}d(t_k)
$$

(12)

$$\min\left\{\sum_{t \in S(t_k), \tau} (\|	ilde{x}(t)\|_Q^2 + \int_{t_k}^{t_k+\tau} (\|u(t)\|_R^2 + \int_{t_k}^{t_k+N} (\|k_1 u(t) + k_2 t \|^2 + \sum_{i=1}^{N} k_1 e^{-k_2(t-i)}))\, dt)\right\}
$$

(13a)

s.t.
$$
\tilde{x}(t_k) = x(t_k)
$$

(13b)

$$
u(t) = u_{pre}(t), \quad \forall \ t \in [t_k - t_d, t_k]
$$

(13d)

$$
u(t) \in U, \quad \forall \ t \in [t_k, t_{k+i}]
$$

(13e)

$$
S(\tilde{x}(t_{k+i} + t_d)) + y(i) \leq S_{TH}, \quad i = 1, 2, \ldots, N
$$

(13f)
\[ \text{if } S(\tilde{x}(t_k + t_d)) \leq S_{TH} \]  
\[ y(i) \in \mathbb{R}, \ i = 1, 2, \ldots, N, \]  
\[ \text{if } S(\tilde{x}(t_k + t_d)) > S_{TH} \]  
\[ \text{where the notation follows that in Eq. (4). Although the optimal input trajectory } u^*(i) \text{ is calculated over the entire prediction horizon } t \in [t_k, t_{k+N}], \text{ the control action computed for the first sampling period in the prediction horizon } u(t_k) \text{ is applied over the first sampling period, and the MPC problem is resolved at the next sampling period. The objective function of Eq. (13a) is minimizing the integral term } \int_{t_k}^{t_{k+N}} (\|\tilde{x}(\tau)\|_Q^2 + \|\tilde{d}(\tau)\|_R^2) d\tau \text{ and the penalty term } \sum_{i=1}^{N} k_i e^{-k_j y(i)} \text{ of slack variables } y(i). \text{ It is noted that state is integrated from } t_k + t_d \text{ to } t_{k+N} + t_d \text{ because state from } t_k \text{ to } t_k + t_d \text{ is already determined by previous implemented control actions. The constraint of Eq. (13b) is the nominal linear model of Eq. (9) that is used to predict the states of the closed-loop system. Because the disturbance is mitigated by the feedback term } (i.e., u_{forward}(t_k)), \text{ MPC utilizes the nominal system of Eq. (13b) for prediction. Eq. (13c) defines the initial condition } \tilde{x}(t_k) \text{ of the optimization problem which is the state measurement } x(t_k) \text{ at } t = t_k. \text{ Eq. (13d) provides input trajectory calculated from previous steps, in order to predict state from } t_k \text{ to } t_k + t_d. \text{ Eq. (13e) is the input constraint applied over the entire prediction horizon. The manipulated input is the feed temperature } T_{in}; \text{ which is bounded by: } 180^\circ C \leq T_{in} \leq 380^\circ C, \text{ namely } U = [-100, \ 100]. \text{ Eq. (13f) is the Safeness Index constraints with slack variables } y(i). \text{ If } S(x(t_k + t_d)) > S_{TH}, \text{ the constraint of Eq. (13f) can be satisfied via the negative slack variables } y(i) \text{ such that Safeness Index can remain above threshold } S_{TH} \text{ in the prediction horizon. However, if } S(x(t_k)) \leq S_{TH}, \text{ nonnegative slack variables } y(i) \text{ are required by Eq. (13g) to ensure } S(x) \text{ remaining below threshold } S_{TH}. \text{ Additionally, parameters } k_1 \text{ and } k_2 \text{ in the objective function Eq. (13a) should be carefully chosen, such that the slack variables } y(i) \text{ have slight effects on control actions if } S(x(t_k + t_d)) \text{ is far below } S_{TH}, \text{ and have significant effects on control actions if } S(x(t_k + t_d)) \text{ is close to } S_{TH}. \text{ Thus, in our simulation } k_1 \text{ and } k_2 \text{ are determined to be } 10^5 \text{ and 0.2, respectively.} \] 

7. Simulation results of case study 2

In this section, we demonstrate the application of the proposed controller to the ammonia process in the presence of different disturbances.

7.1. Disturbance 1: catalyst activity

After the catalyst activity in the high temperature shift reactor decreases from 1 to 0.1 in 300 s, less CO is reacted in the high temperature shift reactor. Although the low temperature shift reactor buffers the increasing CO content, a higher concentration of CO still reaches the methanator and causes an increasing temperature. The CO mole fraction \( y_{CO} \) in the feed of methanator is measured at each sampling time \( t_k \) and sent to the feedforward controller at time \( t_k \) to account for the effect of disturbance. However, it is noted that since CO is not the only disturbance to the methanator due to catalyst deactivation, this feedforward term is not able to mitigate all the disturbances. Moreover, model mismatch still exists between the identified linear model and the actual process. As
a result, the outlet temperature of the methanator increases after the disturbance is introduced and does not go back to the origin.

Fig. 14 shows that the outlet temperature of methanator $T_{out}$ can increase more than $30 \, ^\circ \text{C}$ if the Safeness Index constraints are not utilized in MPC, while it increases less than $30 \, ^\circ \text{C}$ if Safeness Index constraints are utilized in MPC, which implies that the Safe-

ness Index-based MPC can improve process operational safety of the ammonia plant.

7.2. Disturbance 2: feed temperature

After the feed temperature in the high temperature shift reactor decreases from 380 °C to 280 °C, the temperature in the high temperature shift reactor starts to decrease slowly since it takes some time for a large amount of catalyst to cool down. As a result, the CO mole fraction $Y_{CO}$ in the feed of methanator increases gradually, and the temperature in methanator increases but slower than the case of disturbance 1.

Fig. 15 shows that the outlet temperature of methanator $T_{out}$ can increase more than $40 \, ^\circ \text{C}$ if the Safeness Index constraints are not utilized in MPC, while it increases less than $40 \, ^\circ \text{C}$ if the Safe-

ness Index constraints are utilized in MPC. On the other hand, by comparing Figs. 15 and 14, it is demonstrated that the temperature increases more with less control action (i.e., lower inlet tempera-

ture) in the presence of disturbance 2. The reason is that the CO concentration in the feed to the methanator is much less under disturbance 2 than under disturbance 1, which leads to a signifi-


cantly small feedforward control action $u_{forward}$ in the presence of disturbance 2. Therefore, even though $u_{MPC}$ is calculated to be larger in the case of disturbance 2 since the outlet temperature is further away from the steady state compared to disturbance 1, the overall control action calculated from $u = u_{MPC} + u_{forward}$ un-
der disturbance 2 is still less than the one under disturbance 1.

It needs to be mentioned that the closed-loop state has an offset under both disturbances. Although a feedforward term is added to compensate for the measured disturbance, not all process distur-

bances can be measured in a multi-unit process. In future work, further offset-free feature may be implemented in MPC as dis-
cussed in Wallace et al. (2016).

8. Conclusion

This work demonstrated two applications of Safeness Index-

based model predictive control to improve process operational safety in safety critical chemical processes. In the first case study, a high-pressure flash drum separator together with pressure relief valve as safety system was utilized to analyze the benefits of integrating Safeness Index-based considerations in model predic-
tive control (MPC). Specifically, a Safeness Index function and a Safeness Index threshold were developed using information collected from the process and safety system to indicate the safe-

ness of the plant. Then, under an identified linear model, MPC was implemented with Safeness Index-based constraints and slack variables in a co-simulation of Matlab/Aspen. It was demonstrated that in the presence of a small disturbance, the drum pressure remains below the opening pressure of relief valve by Safeness Index-based MPC such that the safety system was not activated. However, in the presence of a large disturbance, the controller working together with the relief valve ensured process operational safety before, during and after the pressure relief valve was turned on/off.

In the second case study, four units in the ammonia process were simulated to demonstrate the application of Safeness Index. To ensure process operational safety in the presence of a signifi-


cant propagated disturbance to methanation unit in the ammonia process, a Safeness Index function and a Safeness Index thresh-

old were developed to characterize the safeness of an adiabatic methanation tube reactor. Subsequently, a linear dynamic model with time delay and disturbance were identified for the methana-
tor. Finally, an MPC was developed with the Safeness Index-based constraints and feedforward disturbance compensation term to im-
prove the performance of MPC and to handle the propagated dis-

tribution.
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